# an investigation of the use of anisotropy of complex MAGNETIC SUSCEPTIBILITY TO ANALYSE STRAIN IN EXPERIMENTALLY dEFDRIMED MATERIALS AND MASSİIVE SULPHIDES. 

Mark Allan Puumala

A thesis submitted in partial fulfillment for the degree of Master of Science

Department of Geology<br>Faculty of Arts and Science Lakehead University April, 1991

Anisotropy of magnetic susceptibility (fMS) has become a widely accepted method of fabric analysis in rocks, especially those which have been deformed tectonically. The use of anisotropy of complex magnetic susceptibility (ACMS) is a new potential method of fabric analysis in which the imaginary, or out of phase A.C. component of an induction coil used for the measurement of magnetic susceptibility is used to delineate rock fabric. Complex magnetic susceptibility is a function of of electrical conductivity, thus making it potentially useful in the analysis of highly conductive sulphide-rich rocks, some of which are not suitable for AMS analysis.

Preliminary measurements were performed on highly conductive aluminum test specimens of differing shapes to determine the relationship between grain shape anisotropy and ACMS. A relationship was found in which shape anisotropy and resistive ACMS fabrics were of the same sense, but there was no quantitative correlation. Pure and simple shear deformation experiments performed on plasticene containing numerous small aluminum disks exhibited a correlation between ACMS fabric anisotropies and strain in most cases, as the ACMS fabrics were controlled by the distribution of the disks, which became wellaligned as flattening proceeded. Although there was no quantitative relationship between strain and ACMS, they tended to increase together.

Triaxial deformation studies on loose pyryhotite aggregates and pyrrhotite plus talc mixtures were performed at confining pressures of 150 MPa . The ACMS fabrics developed in these specimens were compared to AMS fabrics and strain analysis data to determine if the ACMS fabrics change as a function of strain. As expected, oblate resistive ACMS fabrics developed during these pure shear deformations. The pyrrhotite aggregates exhibited a complex relationship in which ACMS increased with strain, at least up to a critical strain value, after which ACMS appeared to decrease. The pyrrhotite plus talc mixtures exhibited an unmistakable increase in ACMS with increased strain probably influenced by the presence of the talc matrix. The ACMS fabrics developed in these experiments were undoubtedly the result of grain alignment and distribution within the aggregates, with insignificant contributions from crystallographic resistive anisotropy.

Measurements performed on specimens of massive pyrrhotite revealed ACMS fabrics completely diffrarent from those observed in the loose pyrrhotite aggregates, with ambiguous relationships between strain and ACMS. This is because the massive specimens behave electrically as a single grain and anisotropy is aimost exclusively crystallographically controlled. Thus the ACMS properties of single minerals must be understood before ACMS fabrics in massive sulphides can be interpreted.
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### 1.1. Introduction

The electrical properties of rocks and minerals have been studied extensively, especially for applications relevant to geophysical prospecting. These properties are summarized in the work of such authors as Keller and Frischnecht (1966), Shankland (1975), Shuey (1975), Keller (1982), and Parkhomenko (1982).

Various types of electrical anisotropy have been studied by Hirihara and Murakami (1958), Brace and Orange (1968), Morrow and Brace (1981), and Krontiras et al. (1984). They studied the anisotropy of individual minerals or sedimentary rocks for application to geophysical exploration and earthquake prediction. Literature utilizing the electrical properties of rocks to analyse strain is quite limited, however, some work has been done by such authors as Hill (1972), Nowina and Strangway (1982), and Hawton and Borradaile (1989). This is the main interest of this study, as electrical anisotropy, using the technique of anisotropy of complex magnetic susceptibility, will be used to attempt analysis of strain in experimentally deformed sulphide aggregates as well as in sulphide-rich, naturally deformed specimens.

The electrical properties of individual minerals within a rock have an important bearing upon the bulk properties of that rock. This is especially important when highly conductive

### 1.2. How Minerals Conduct Electricity

There are three ways in which minerals can conduct electricity. These are, metallic conduction, electronic semiconduction, and electrolytic conduction (Keller, 1982; Keller and Frischnecht, 1966). Each has a different mechanism and magnitude of conduction.

### 1.2.1. Metallic conduction

Metallic conduction occurs in the native elements such as gold, silver, platinum, and graphite. It also occurs in a small number of rare minerals such as ulmanite (NiSbS) and breithauptite (NiSb). The table of figure 1.1 gives the zero frequency resistivity of a number of minerals quoted from Keller (1982). Note that conductors have resistivity values in the $10^{-8}$ s-m range.

Conduction in metals is achieved through the free movement of electrons through the crystal lattice upon application of an electric field. If metals had perfect atomic structure, they would have essentially zero resistivity. In nature, no metal is perfect, thus the natural lattice imperfection such as vacancies, impurities, and dislocations impede current somewhat. The resistivity ( $\boldsymbol{\rho}$ ) of a metal is related to the field applied ( $\mathbf{E}$ ) and current density (j) in the following way:

| Conductors | Resistivity $(\Omega \cdot \mathrm{m})$ |
| :--- | :--- |
| gold | $2.0 \times 10^{-\theta}$ |
| platinum | $9.8 \times 10^{-\theta}$ |
| silver | $1.5 \times 10^{-\theta}$ |
| graphite | $36-100 \times 10^{-\theta}$ parallel avg. |
|  | $28900 \times 10^{-\theta}$ perpeidicular cvg. |
| native copper | $1.2-30 \times 10^{-\theta}$ |
| aluminum | $2.5 \times 10^{-\theta}$ |
| iron | $9.0 \times 10^{-\theta}$ |
| lead | $19 \times 10^{-\theta}$ |

Semiconductors

| pyrrhotite | $2-160 \times 10^{-6}$ |
| :--- | :--- |
| chalcopyrite | $150-9000 \times 10^{-6}$ |
| pyrite | $1.2-600 \times 10^{-3}$ |
| sphalerite | $2.7 \times 10^{-3}-1.2 \times 10^{4}$ |
| galena | $6.8 \times 10^{-6}-9 \times 10^{-2}$ |
| pentlandite | $1-11 \times 10 \times-9$ |
| arsenopyrite | $20-300 \times 10^{-6}$ |
| millerite | $2-4 \times 10^{-7}$ |
| arsenides and tellurides | in $10^{-6}$ range |
| magnetite | $52 \times 10^{-6}$ |
| water | $0.24-80$ |

Figure 1.1. Electrical resistivities at zero frequencies for a number of conductors and semiconductors quoted from Keller (1982).

$$
E=\rho_{j}
$$

Resistivity also is related to resistance:

$$
\mathrm{R}=\rho_{1 / A}
$$

where 1 is the length of the conductor 'and $A$ is its crosssectional area. The inverse of resistivity is conductivity ( $\sigma$ ):

$$
\rho=1 / \sigma
$$

This is a term which is used frequently and interchangeably with resistivity.

The complex magnetic susceptibility technique used in this study utilizes resistive anisotropy to recognize rock structures. However, resistances obtained using this method may be different from those at zero frequency, as alternating current in an induction coil is used. Resistance of the specimen is related to the complex susceptibility ( $K^{\prime \prime}$ ), and will be discussed in a later section of this chapter.

### 1.2.2. Electronic semiconduction

This method of conduction in minerals also results from the motion of electrons through a material, however, much more energy is required to move electrons from one atom to another than in
metals. The diagram of figure 1.2 from Kip (1969) illustrates the energy band diagrams for crystalline solids derived from the quantum mechanical model. The difference between metallic conduction and semiconduction is the difference in energy between the filled and empty levels. Note that in a metal, there is no energy gap between the filled and empty levels, resulting in greater conductivity.

The electrical properties of semiconductors are a function of impurities and lattice imperfections. These result in the presence of conduction electrons and holes, which are electronic defects, as well as substitutions, which are atomic defects. Schottky and Frenckel defects can also have an effect on conduction (Shuey, 1975).

Minerals can exhibit intrinsic or extrinsic semiconduction. Intrinsic semiconductors contain equal mumbers of holes and electrons. Electrons move to higher energy levels, leaving holes behind in the valence band. Impurities or vacancies add electrons or accept electrons, resulting in extrinsic semiconduction, or nand p-type semiconduction. The band diagram of figure 1.3 illustrates how impurities can change the band structure of semiconductors. The energy gap between the valence and conduction bands in a semiconducting mineral defines its conductivity. As stated previously, this gap is much larger in semiconductors than in conductors.

A stoichiometric compound lacking in impurities would be an intrinsic semiconductor. An example could be troilite (FeS). A

| Empty levels | Empty levels | Empty levels |
| :---: | :---: | :---: |
| Energy gap no allowed levels | Energy gap | Energy gap |
| Emptylerels | Filled levels | Filled levels: |
| Filled levels, |  | W, -T, |
| Mesal | Insulator | Semiconductor |
| (i) | (b) | (c) |

Fig. 7.11 Energy-band diagrams for crystalline solids. (a) In a metal there are empty allowed states adjacent to filled states; (b) in an insulator the highest filled band is completely filled and other allowed states are separated by a wide forbidden energy gap; (c) in a semiconductor the highest filled band is completely filled but the forbidden gap is narrow enough to allow thermal excitation to bring some electrons into the upper levels above the gap.

Figure 1.2. These diagrams illustrate the differences in energy required to produce electron flow in (a) conductors, (b) insulators, and (c) semiconductors. Electrolytic conductors referred to in the text are in fact insulators. (Kip, 1969)

Fig. 7.13 Energy-band diagram of an n-type semiconductor.


Fig. 7.14 Energy-band diagram of a p-type semiconductor.


Figure 1.3. Extrinsic semiconductors require less energy to conduct due to the presence of acceptor or donor energy levels which are illustrated in the above band diagrams from Kip (1969).
non-stoichiometric compound, such as pyrrhotite ( $F e_{1-x S}$ ), which has a similar crystal structure to troilite, should be an extrinsic semiconductor since it has a deficiency of iron, resulting in vacancies. Impurity atoms in high enough concentrations could also contribute to extrinsic semiconduction in these and other minerals. Such impurity-band conduction is used by Sakkopolous et al. (1984) to help explain the conductivity properties of a natural pyrrhotite. Impurity band formation occurs in synthetic $n-$ and $p-$ germanium at $10^{16}$ impurity atoms/cm³, which they also assume is true for pyrrhotite, which can contain significant amounts of $\mathrm{Ni}, \mathrm{Co}$, and Cu. X-ray fluorescence analyses were obtained from pyrrhotite used in this study, and showed that these elements were present.

Semiconduction is a thermally activated process, in which conduction increases as the result of temperature increase. This is the opposite to what occurs in metallic: conductors. This temperature dependence is illustrated in the equation:

$$
\sigma_{t}=\sigma_{0}^{\prime} \exp \left(-E_{0}{ }^{\prime} / 2 k T\right)+\sigma_{0}^{\prime \prime} \exp \left(-E_{\infty} " / 2 k T\right)
$$

from Parkhomenko (1967), where $\sigma_{0}{ }^{\circ}$ and $\sigma_{0}{ }^{\prime \prime}$ are the intrinsic and extrinsic conductivities respectively, and $E_{o}$ is the activation energy, which is different for each mineral. $k$ is Boltzmann's constant and $T$ is absolute temperature.

Electronic semiconduction is the most important means of conduction for the purposes of this study. This is due to the

Fact that most sulphide minerals, including pyrrhotite, which are conductive enough to be measured using the anisotropy of complex magnetic susceptibility technique, are semiconducting minerals. Semiconducting minerals have widely varying resistivity values, falling in the range of $10^{3}$ to $10^{-5} \Omega-m$ (Shuey, 1975). Note that only the lowest resistivity minerals can be detected using the anisotropy of complex magnetic susceptibility technique.

The resistivities of semiconducting minerals are influenced greatly by a number of factors which tend to impede current. Lattice scattering, which is the result of thermally activated processes, is most important at high temperature. At low temperatures, such as room temperature, defect scattering is most prominent. Dislocations, stacking faults, and twin planes can impede current if they are extremely abundant. Note, however, that "tight" grain boundaries have a minimal effect upon resistivity (Shuey, 1975).

Such features as microcracks and mineral replacement zones can have a major effect on conduction, as they can break the continuity of a conducting material. The loose pyrrhotite aggregates used in this study contain many gaps in continuity between and within grains as shown in figure 1.4. This would suggest that these specimens should be much more resistive than massive specimens. This is indeed the case and can be seen in the differences in bulk conductive complex magnetic susceptibility values for the loose aggregates in appendix $A$, and for the massive specimens in appendix D. For example, the most conductive


Figure 1.4. Note the gaps between grains as well as the fractures within the grains which reduce electronic conduction.
loose aggregate, P019, has a conductive $K^{\prime \prime}$ of $7.5606 \times 10^{-6}$ SI/mass while a typical massive specimen such as SBO4 has a conductive K " of $0.68734 \mathrm{SI} / \mathrm{mass}$.

### 1.2.3. Electrolytic conduction

The third and most common geological means of conduction is called electrolytic conduction. This is what occurs in silicates, carbonates, and most other minerals. These are generally ionic materials, in which metal ions give up their valence electrons to complete the outer shells of adjacent anions.

Electric fields are generally not of high enough energy to liberate these electrons, thus effectively making these materials non-conductors. The band diagram for non-conductors is illustrated in figure 1.2 for comparison with metals and semiconductors.

Not surprisingly, electrolytic solids are highly resistive, with values generally higher than $10^{3}$ ת-m (Shuey, 1975). Any conduction in these materials is the result of crystal defects, especially Schottky and Frenckel defects. Resistivity is inversely proportional to the mobility of these ions, which in turn is a function of the relative sizes of the moving ions and the interstices of the crystal lattice.

Solid electrolytes exhibit intrinsic and extrinsic behaviour, but it is different from that of semiconductors. Low temperature conduction is extrinsic or structure sensitive, and is due to
weakly bonded impurities and defects. High temperature conduction is intrinsic, resulting from the movenent of ions from their regular lattice positions as a result of thermal vibrations. As in semiconductors, conductivity in electrolytes increases with temperature.

Unlike semiconducting and conducting minerals, solid electrolytes exhibit a frequency dependence upon conductivity when AC currents are applied. Figure 1.5 shows that as frequency is increased, resistivity drops (conductivity increases).


FREQUENCY

Figure 1.5. This diagram shows how conductivity (dotted line) increases with frequency in a solid electrolyte. (Keller and Frischnecht, 1966)

### 1.3. Conductivity in Natural Silicate Rocks

Dry silicate rocks generally have extremely low conductivities, as they are dominated by electrolytically conducting minerals, mostly silicates and carbonates. These minerals usually have much lower conductivities than water. As a result, rocks which contain significant quantities of pore water have conductivities governed by pore water content.

Most studies of the electrical properties of rocks have been done on such rocks (eg Brace and Drange, 1968; Drury and Hyndman, 1979; Morrow and Brace, 1981; Worthington, 1981).
1.4. Role of Pore Water

As previously mentioned, most rocks conduct almost solely by pore water conduction (Brace and Orange, 1968). The conductivity of these waters is in turn a function of salinity. Saline solutions have higher conductivities since they conduct by the motion of dissolved ions (electralytic'conduction). Keller (1982) shows that there is a relationship between resistivity and NaCl concentration as shown in figure 1.6. Temperature also affects the conductivity of pore fluids, having a positive correlation.

The theoretical conductivity of a rock containing water can be calculated using Archie's law (Archie, 1942) which states:

$$
\rho_{t}=a \rho_{m D^{-m}}
$$

where $P_{t}$ is total resistivity, $\rho_{w}$ is the resistivity of the pore water, $a$ and $m$ are constants, and $\varnothing$ is the porosity fraction. Sedimentary rocks are generally much more porous than igneous and metamorphic rocks, however, all generally have electrical properties which are controlled by water, especially when saturated (Parkhomenko, 1982). Confining pressure is another variable which must be considered to understand pore water conduction in rocks. Fully saturated rocks tend to experience an increase in resistivity as a function of confining pressure, but the opposite is true of partially saturated rocks.

Rocks having significant conductivity on their own are not


FIGURE 20. Relationship between resistivity and concentration for various salt solutions at a temperature of $18^{\circ} \mathrm{C}$.

Figure 1.6. Note how resistivity of saline waters decreases as a function of increased salinity. This is due to the motion of dissolved ions. (Keller, 1982)
affected by pore waters. The Nahant gabbro analysed by Brace and Orange (1968), had abnormally low resistivity of 73-93 $\Omega-\mathrm{m}$, with little difference between dry and water-saturated specimens. This specimen was iron-rich and probably derived much of its conductivity from magnetite or a sulphide. The high conductivity of specimens measured during this study ensured that there was no effect due to water. In any case, water is not conductive enough to be detected in the complex magnetic susceptibility measurement unit.
1.5. Electrical Anisotropy

### 1.5.1. Role of minerals

Many minerals are anisotropic in their electrical response. The electrical anisotropy of a mineral is dependent on crystallography. For example, Krontiras et al. (1984) observed resistivity values parallel to the c-axis of pyrrhotite to be approximately $10 \%$ higher than perpendicular to the c-axis. Shuey (1975) suggests that electrical anisotropy may be related to optical anisotropy, however, Parkhomenko (1967) and Nowina and Strangway (1982) state that not enough is known about electrical anisotropy to make such a conclusion. It is clear, however, that minerals which are not of the isometric crystal class are likely to exhibit crystallographically controlled electrical anisotropy. This is similar to what is observed in the study of magnetic anisotropy (eg Borradaile et al., 1987). Anisotropy of resistivity or conductivity is usually quoted parallel and perpendicular to the c-crystallographic axis in uniaxial minerals. The ratio of parallel resistivity to perpendicular resistivity is close to 1.00 for most minerals, but layered structures such as graphite and molybdenite can have anisotropy values in the range of 1000 (Shuey, 1975). Minerals such as hornblende, riebeckite, beryl, and quartz have fairly high anisotropy values, but, since they are not semiconductors, they will not be measurable with the complex magnetic susceptibility
measurement coil.
Isometric minerals such as magnetite are electrically isotropic, thus electrical anisotropy of rocks containing it will be influenced by grain shapes. However, this is also dependent upon the distribution of grains. A specimen of massive magnetite may show very little anisotropy if all grain contacts are tight. In effect, the rock may behave as a single grain of magnetite. Shuey (1975) states that tight grain boundaries generally have a minimal effect on the mobility of charge carriers. This fact may have major implications for the measurement of anisotropy of complex magnetic susceptibility in massive sulphides, as grain shape controlled anisotropy may not exist. Specimens containing disseminated conducting materials will not have this problem, and grain shapes could have a bearing on anisotropy. If the grains have small cross-sectional areas, bulk conductivity might become too small to measure. Stratified sulphides will also show strong anisotropy because of grain contacts in one direction but not another.

### 1.5.2. Bulk rock anisotropy

Electrical anisotropy of rocks has been studied extensively, with the greatest emphasis having been placed on anisotropy due to pore water and sedimentary fabrics. Since many rocks conduct. largely due to the effects of pore water, this influences their anisotropy of resistivity. For example, when current is passed
through sedimentary rocks, resistivity is lowest parallel to the bedding planes (Keller, 1982). This is because pores tend to become joined together in this direction, enhancing conduction. Also, coating of anisotropically shaped grains and filling of fractures by water will produce anisotropies (Tuck and Stacey, 1978; Nowina and Strangway, 1982).

Ignoring pore water, the habit of a mineral is as important as its quantity in determining bulk resistivity. In dielectrictype rocks, the resistivity can be influenced greatly by the nature of boundaries between materials of differing dielectric constant (Nowina and Strangway, (1982). In these rocks, electrical anisotropy is influenced completely by grain shapes when current is passed through them. Lawest resistivity is parallel to lineations and highest resistivity perpendicular to foliation.

The presence of semiconducting minerals will have a profound effect on resistivity and dielectric constants, especially if grains are interconnected. This allows current loops to be set up when conventional resistivity measurement techniques are used, producing minimum resistivity parallel to the direction of interconnectivity. It should now be noted, that when an induction technique of resistance measurement (see Meaden, 1965) such as the complex magnetic susceptibility method is used, that current. loops are not set up. Instead, resistance is measured through a cross-section. With this value being proportional to length over cross-sectional area of the conductive medium ( $\mathrm{R}=\rho_{1 / A}$ ), the
greatest resistances will be measured across sections with less cross-sectional area, for example, the direction of interconnectivity of grains. Thus this method obtains results which are the inverse of conventional resistivity measurements. See figure 1.7.

### 1.5.3. Electrical anisotropy of tectonically strained rocks

Electrical anisotropy of tectonically strained rocks and metamorphic rocks has not been studied extensively. However, dielectric anisotropy has been used to analyse the fabric of rocks by a number of researchers such as Stacey (1961), Tuck and Stacey (1978), Nowina and Strangway (1982), and Hawton and Borradaile (1989). All found a correlation between rock anisotropy and electrical anisotropy, with the minimum, intermediate, and maximum dielectric responses being parallel to the respective axes of the strain ellipsoid in most cases. One of the most interesting characteristics of dielctric anisotropies is that they tend to be much more anisotropic than magnetic susceptibility anisotropies (Nowina and Strangway, 1982).

Dielectric measurements have some major drawbacks, the most important being the fact that the fabric axes of a rock must be known prior to measurement in order for the dielectric anisutropy to be determined. It is possible that the principal directions of dielectric anisotropy may not coincide with the principal strain directions. Also, water has a major effect on results. Water


Figure 1.7. (a) Resistivity fabrics versus (b) resistive ACMS fabrics. These are the inverse of each other due to differing measurement techniques.
coatings on grains could enhance dielectric measurements of fabric, but only if there are no water-filled inhomogeneities unrelated to the tectonic fabric, such as fractures.

The anisotropy of complex magnetic susceptibility measurement coil, which will be discussed in the next section, has an advantage over the dielectric method, in that it allows the principal susceptibility axes to be determined independently, much in the same way that the anisotropy of magnetic susceptibility axes are calculated. There is one major drawback to the complex susceptibility technique of fabric analysis relative to the dielectric method. The problem is that its low sensitivity restricts its use to rocks containing significant amounts of highly conductive minerals such as sulphides.

### 1.6. Anisotropy of Complex Magnetic Susceptibility (ACMS)

Anisotropy of complex magnetic susceptibility. (ACMS) can be defined as the out of phase, or imaginary, component of magnetic susceptibility as measured by a magnetic susceptibility measurment coil.

Magnetic susceptibility (K) is made up of the real (dispersive) part (k'), and the imaginary (absorptive) part (k'). They are related as follows:

$$
K=K^{\prime}+i K^{\prime \prime}
$$

$K^{\prime \prime}$ is the complex magnetic susceptibility.
The ACMS measurement unit consists of an induction coil linked to the serial port of an IBM personal computer which calculates and displays the K" values. The coil is similar to that used in the Sapphire Instruments SI-2 anisotropy of magnetic susceptibility (AMS) measurement unit. Dperation of each of these coils is outlined below, since each was utilized in this study.

### 1.6.1. AMS measurement

In conventional magnetic susceptibility measurement, the following relationships are used (Kittel, 1966):

$$
L=\left(1+4 \pi K^{\prime}\right) L_{\varrho}
$$

This equation can be rewritten to determine $k^{\prime}$ :

$$
K^{\prime}=C F\left(L / L_{\infty}-1\right)
$$

where $L_{o}$ is the inductance of the empty coil, and $L$ is the inductance when a sample is present within the coil. CF is a calibration factor which takes into account the fraction of volume of the coil occupied by the sample and the position of the sample in the coil. The position of the sample is calibrated by using a $\mathrm{MnO}_{2}$ sample of the same volume, which has a known magnetic susceptibility of $3.29 \times 10^{-4}$ SI/volume. Calibration can also be done in mass units for cases when volume can not be determined. This is also done using a $\mathrm{MnO}_{2}$ standard.

The method of measurement involves taking three empty coil measurements alternating with two measurements of the specimen in the coil. The most practical measurement time, incorporating a minimum of electrical "noise" or electrical interference has been found to be 2.8 seconds in most cases. Sarvas (1988) gives an account of the parameters which affect the accuracy and precision of AMS measurement. The above procedure is repeated in twelve different orientations in order to determine the AMS tensor. Since all AMS measurements in this study were performed on pyrrhotite, which has a relatively high magnetic susceptibility of approximately $1.5 \mathrm{SI} / \mathrm{volume}$ (Carmichael, 1982), the precision of ellipsoid determination was generally very high as the data of appendix B illustrates. Standard deviations were generally less
than 1\% of the values calculated for the principal axes of the AMS ellipsoid.

### 1.6.2. ACMS measurement

The calculation of complex magnetic susceptibility is somewhat different from magnetic susceptibility calculation. Coil resistances rather than inductances are utilized to calculate ACMS. The relationship (Kittel, 1966):

$$
R=4 \pi \omega K^{\prime \prime} L_{0}+R_{0}
$$

is used. In terms of $k^{\prime \prime \prime}$ it can'be rewritten as:

$$
K^{\prime \prime}=C F\left(R-R_{0}\right) / 4 \pi \omega L_{0}
$$

where $R_{0}$ is the effective coil resistance with only air in the coil, $R$ is the effective coil resistance with the sample in the coil, $\boldsymbol{\omega}$ is frequency, and Lo is the inductance of air within the empty coil. The term $K^{\prime \prime}$ is dimensionless, as $\boldsymbol{\omega}$ Lo is inductive impedance in ohms, cancelling out resistance, which is also in ohms. The concept of the calibration factor is the same as for AMS measurement, except that it is not yet known how to calibrate a standard specimen. The units of ACMS used in this study are SI/volume and SI/mass, the same units used in Alv measurement,

The method of measurement is similar to that for ANis, with
two exceptions. First, only two empty coil measurements are taken per reading, and second, the specimens are only measured in six different orientations to define the ACMS ellipsoid.

It can be seen from the equations used to calculate complex magnetic susceptibility (CMS) that $K$ " is a function of coil resistance. Specimen resistance and coil resistance are much different from one another, as coil resistances are modified by eddy currents generated in the specimen being measured, and specimen resistances are intrinsic to the specimen material. Thus the highest coil resistances and therefore highest $K^{\prime \prime}$ values are produced when the most highly conductive materials are present within the coil. Thus specimen resistance is inversely proportional to $K^{\prime \prime}$, as the most conductive materials have the lowest resistances (Mike Stupavsky, personal communication).

The $K^{\prime \prime}$ values, since they are proportional to conductivity, tended to produce ACMS tensors which were of inverse symmetry to the strain and specimen shape tensors calculated in experiments performed to test the viability of ACMS measurement. In the following chapters, which outline the results of these experiments, ACMS tensor data was inverted so that all fabrics could be of the same symmetry sense. This was possible since resistivity is the reciprocal of conductivity and the inverted fabrics can be termed resistive ACMIS fabrics. Figure 1.8 illustrates raw conductive ACMS data and how it is converted to resistive ACMS. Note that the data found in the appendices has not been converted, as it is the raw data.

This is the raw conductive ACMS data for PL43:

$$
\begin{aligned}
& K_{\text {min }}^{\prime \prime}=1.1130 \times 10^{-3} \\
& K_{\text {mat }}^{\prime \prime}=2.4576 \times 10^{-3} \\
& K_{\text {max }}^{\prime \prime \prime}=6.5 .889 \times 10^{-3}
\end{aligned}
$$

This obtains the following values for anisotropy data:

$$
\begin{aligned}
& P^{\prime}=5.8943 \\
& r=-0.1053
\end{aligned}
$$

When this data is inverted to obtain resistive: ACMS, $P$ ', remains unchanged, but $T$ becomes inverted to obtain:

$$
T=0.1053
$$

Figure 1.8. This is an illustration of how resistive ACMS data was obtained.

## 2. INITIAL TESTING OF THE ACMS COIL

### 2.1. Aluminum Test Specimens

### 2.1.1. Materiais, procedure, and theory of experiment

A number of aluminum test specimens of varying shape were machined for the initial testing of the ACMS coil. The specimens used included four aluminum disks of equal diameter and differing thickness, three rods of differing diameter and equal length, and a 1 cm diameter sphere. The dimensions and masses of each specimen are listed in the table of figure 2.1. The ACMS for each specimen was measured using the procedure outlined in chapter 1. Aluminum was chosen for this test, as it is a highly conductive metal which is electrically isotropic because of its face-centered cubic structure. These specimens were used to test the theory that the shape of a crystallographically isotropic conductor is related to the anisotropy of complex magnetic susceptibility. Theoretically, oblate-shaped conductors should exhibit oblate resistive ACMS and prolate-shaped conductors should exhibit prolate resistive ACMS.

The electrical resistance of an electrically isotropic conductor is inverseiy proportional to its cross-sectional area from the equation:

$$
R=\rho_{1 / A}
$$

## Disks

|  | Diameter (cm) |  | Thickness (cm) |  |
| :--- | :---: | :---: | :---: | :---: |
| A. | 1.96 | 1.49 | 10.86 |  |
| B. | 1.96 | 0.80 | 5.85 |  |
| C. | 1.96 | 0.505 | 3.67 |  |
| D. | 1.96 | 0.21 | 1.49 |  |

Sphere

E. |  | $\frac{\text { Diameter (cm) }}{1.01}$ | Mass ( g$)$ |
| :--- | :--- | :--- |
| 1.48 |  |  |

Rods

Diameter (cm)
F.
0.325
0.235
0.16
H.

Length (cm)
2.98
3.05
3.07

Mass (g)
0.63
0.37
0.16

Figure 2.1. The dimensions and masses of the aluminum test specimens are listed above. The dimensions were used to calculate the anisotropy data for figure 2.4a.
previously introduced in chapter 1 . As a result, the direction of lowest resistance will pass through the cross-section of greatest area. This means that in disks, $R_{m+n}$ is perpendicular to the diameter, and for rods, $R_{m i n}$ should be perpendicular to length. Also, for disks, $R_{\operatorname{mox}}$ and $R_{i n t} s h o u l d$ be about equal, while for rods, $R_{i n t}$ and $R_{m i n} s h o u l d$ be about equal. These relationships correspond to oblate and prolate uniaxial symmetry respectively. The numbers obtained in ACMS measurements are not true resistancus as noted in chapter one, but complex magnetic susceptibilities ( $K^{\prime \prime}$ ). Since $K^{\prime \prime}$ and $R$ are proportional for any single specimen, the same relationships apply to resistive complex magnetic susceptibilities as to resistances.

### 2.1.2. Test results

In order to compare ACMS test data to specimen shapes; data was plotted on two Jelinek-Hrouda diagrams. These diagrams are very useful for illustrating the shape ( $T$ ) and degree of anisotropy ( $P$ ') of fabric ellipsoids in rocks, whether they are for strain or magnetic susceptibility anisotropy. They are especially useful when anisotropies are low, as is often the case for magnetic fabrics.

The Jelinek Hrouda diagram is an alternative to the widely used Flinn diagram (Flinn, 1965). Each is illustrated in figure 2.2. The Jelinek-Hrouda diagram has the advantage of illustrating the degree of eccentricity of an ellipsoid versus its sense of


Figure 2.2. This diagram shows (a) a Flinn diagram and (b) a Jelinek-Hrouda diagram for comparison. The fields of constriction and flattening for each diagram are illustrated. Note that the shape ( $T$ ) and degree of anisotropy ( $P^{\prime}$ ) are independent of each other in the Jelinek-Hrouda plot. This is its main advantage. (Diagrams from Ramsay and Huber (1983) and Spark (1990).)
symmetry. These parameters are much more difficult to quantify. using the Flinn diagram (see Borradaile, 1988). Jelinek-Hrouda ( $P^{\prime}-T$ ) diagrams will be used extensively in data presentation throughout this paper.

The parameters $P^{\prime}$ and $T$ were defined by Jelinek (1981) as:

$$
P^{\prime}=\exp \left[\sqrt{2\left((a-k)^{2}+(b-k)^{2}+(c-k)^{2}\right)}\right]
$$

$$
T=2[(b-c) /(a-c)-1]
$$

where $a, b$, and $c$ are the natural logarithms of the maximum, intermediate, and minimum fabric parameters, and $k$ is the natural logarithm of the mean of these fabric parameters.

The $P^{\prime}-T$ diagram is generally used for magnetic susceptibility data, but can be applied to strain, ACMS, or specimen shape data. Larger $P^{\prime}$ values represent ellipsoids which are more eccentric in shape. T values greater than $O$ indicate that a fabric has a dominantly oblate or S-type (Flinn, 1958) fabric, with $T=1$ being a uniaxial S-type fabric. $T$ values less than 0 represent prolate or L-type fabric. When $T=-1$, a uniaxial Ltype fabric exists. Figure 2.2 illustrates how ellipsoids of different symmetry are represented on the Flinn and JelinekHrouda diagrams.

The shape anisotropy data for the aluminum test specimens were calculated and plotted on the P'-T diagram of figure 2.3a. This data can be compared to that calculated for ACMS data for


Figure 2.3. The above diagrams illustrate (a) the shape anisotropies of the aluminum test specimens versus (b) their corresponding ACMS anisotropies. Note that there are similar, though non-quantitative distributions in each case.
the same specimens illustrated in figure 2.3b. Note that the disks are perfectily oblate in shape and the rods are perfectly prolate. The diagrams show that the disks $A-D$ show a similar trend in each diagram, as do the rods FH. The sphere E, produced a nearly isotropic ACMS response, corresponding quite well to its isotropic shape.

The diagrams show clearly that shape $P$ ' values are much higher than those for ACMS. However, there is definitely a general, although not quantifiable relationship between specimen shape and resistive ACMS. The imperfect relationship between the shape and ACMS data can be attributed to such factors as impurities and crystal defects within the aluminum, the latter possibly related to the machining process. Rods were composed of welding rod which is somewhat impure. This may account for the less than expected fabric difference between specimens $F$ and $G$. The success of this experiment justifies further study to determine if ACMS fabrics have a relationship to progressive deformation and the development of preferred orientations of conductive grains.

### 2.2. Use of Metal Spheres to Study the Relationship Between Gonductive ACMI and Conductivity

Four 1 cm diameter spheres of equal volume ( $0.524 \mathrm{~cm}^{33}$ ) were machined and measured in the ACMS coil to determine if there is a quantifiable relationship between conductivity and raw complex susceptibility. The four metals chosen were iron (low carbon steel), lead, aluminum, and copper. Bulk k" vaiues for each specimen were calculated from numerous ACMS measurements on each specimen. As expected, each specimen had an approximately isotropic response. The table of figure 2.4 lists important data regarding the conduction properties of the specimens. It illustrates that there is obviously no relationship between the theoretical conductivities and the conductive complex susceptibilities. This is not what one might expect, firstly because k" should be a function of the resistance of the specimens, since CMS is calculated from the formula:

$$
K "=C F\left(R-R_{0}\right) / 4 \pi \omega L_{0}
$$

as $\omega$ and Lo are essentially constant for any measurement. Secondiy, the resistivity of metallic materials at high frequency should not be a function of resistivity. The frequency at which ACMS measurenents are made is in the vicinity of 114 kHz .

Since this is an induction resistance measurement method, the high frequency is the problem. Induction resistance

Table 1
Specimen Resistivity (ohm m) Conductivity (mho/m) Raw ACMS copper
$1.6 \times 10^{-9}$
$6.25 \times 10^{7}$
0.109
aluminum
$2.5 \times 10^{-9}$
$4 \times 10^{7}$
0.152
iron
$9.0 \times 10^{-1}$
$1.11 \times 10^{7}$
1.26
lead
$19 \times 10^{-8}$
$5.26 \times 10^{6}$
0.346

Table 2

| Specimen | Calculated density |  | Theoretical density. |
| :--- | :---: | :---: | :---: |
| aluminum | 2.70 | 2.82 |  |
| iron | 7.86 | 7.86 |  |
| copper | 8.96 | 8.84 |  |
| lead | 11.4 | 11.24 |  |

Figure 2.4. Table 1 displays the zero frequency conductivity of the test specimens. Notice that iron has the righest raw ACMS but only the third highest conductivity. Table 2 confirms that the test specimens were very pure, as calculated densities matched theoretical densities.
measurement techniques are discussed by Meaden (1965), revealing that for successful quantitative resistance measurement of metals, audio frequencies, rather than radio frequencies (ie. 114 $k H z)$ are required. When radio frequencies are used, currents only flow through the regions of the conductor near the surface of a specimen ("skin effect"). This is the most likely explanation for the data obtained for the CMS measurements on the metal spheres. For example, the ferrimagnetic character of iron allows deeper penetration, giving it higher $K^{\prime \prime}$. There is a slim possibility that the differences from expected results were influenced by impurities and defects in the specimens, but in all likelihood the variations would have been less spectacular, especially in the case of iron.

Despite the fact that CMS values can not be related simply to resistivity, the four metal specimens can be used as standard specimens, since their CMS values are consistent for numerous measurements. Thus the coil can be tested for "drift". Nor does this data mean that there is a probien with anisotropy data, since for a given specimen, bulk CMS is not a factor in anisotropy. The data for experiments in following chapters bear this out. However, the "skin effect" means that not the entire sample is measured in any test. Thus larger specimen sice is desirable. The skin effect also may explain why there was no quantitative correlation between ACMS data for the aluminum specimens in the previous section.
2.3. Plasticene Plus Aluminum Progressive Deformation Experiments

### 2.3.1. Materials and procedure

The first set of deformation experiments were performed on aggregates consisting of Harbutt's plasticene as used by Puumala (1989), mixed with 3.2 mm diameter aluminum disks 0.076 mm thick (aspect ratio $=42$ ) cut from an aluminum pie plate. The ICF analysis data of figure 2.5 show that the pie plate material contained more than $98 \%$ aluminum. Manganese and iron were the main impurities. Varying numbers of disks were placed in the plasticene matrix to obtain a strong ACMS signal. In all, seven experiments were run successfully in which pure and simple shear were simulated approximately.

The pure shear experiments were accomplished by using a piston press which produced several quantifiable increments of deformation. After each deformation, ACMS measurements were performed to measure the development of anisotropy within each specimen. In order to facilitate measurement, specimens were trimned using a utility knife and placed into a sample holder. The specimens were then analysed in six different orientations to determine their ACMS. As a result of the flattening, the specimens bucame thinner and wider after each successive deformation. However, in these specimens, shape was determined to have a negligible effect on ACMS values. A single thin wedge of plasticene and a cut and "stacked" wedge of the same degree of deformation were analysed and found to have essentially the same

| Element | Weight \% |
| :---: | :---: |
| Al | 98.3 |
| Ba | 0.00023 |
| Ca | 0.0035 |
| Co | 0.00035 |
| Cr | 0.010 |
| Cu | 0.051 |
| Fe | 0.44 |
| Mg | 0.050 |
| Mn | 0.98 |
| Na | 0.018 |
| Ti | 0.035 |
| V | 0.0082 |
| Zn | 0.075 |
| Zr | 0.00078 |

Figure 2.5. These are the results of ICP analysis on a piece of aluminum pie plate. This confirms that the material is relatively pure, with iron and manganese being the only significant impurities.

ACMS. This occurs in these samples since the aluminum disks are not numerous enough to impinge on one another, and the measurement device measures resistance across the same crosssectional area of disks regardless of their configuration. Simple shear experiments were performed using a shear box constructed from a pair of door hinges. The walls of the shear box were pushed against a cubic block of plasticene to allow it to shear. ACMS was measured for a number of strain increments in each experiment. After some shear increments, the block was cut, with the cut-off piece replaced on the opposite side of the specimen as illustrated in figure 2.6. This cutting allowed for greater strains to be produced and made measurement easier. It is important to note that the cutting of specimens sometimes led to difficulties in sample measurement, as the aluminum disks were quite large and prone to disturbance when specimens were cut. The cutting process often caused anomalous anisotropy values.

### 2.3.2. Pure shear data

Four pure shear deformation experiments were run. The data will be presented separately for each experiment.

Experiment \#1 (PLO8-15)

This was the first successful pure shear deformation experiment. Strain increments of $0,10,20,30,40,50,60$, and

$65 \%$ shortening were imposed upon a single plasticene + aluminum specimen. The specimen contained 40 aluminum disks within a total volume of roughly $8 \mathrm{~cm}^{3}$. Before straining, it was shaped into a cube. The results of the experiment are summarized in figure 2.7 by a stereo-net and a Jelinek-Hrouda diagram. The stereo-net illustrates progressive motion of the three principal axes of the ACMS ellipsoid as a result of deformation. The diagram clearly shows that the minimum susceptibility rotates towards the vertical, which is the direction of maximum compressive strain or shortening. The intermediate and maximum susceptibilities rotate to become parallel to the plane of flattening ("foliation"). The P'-T plot shows a general, although erratic increase in the degree of anisotropy ( $P^{\prime}$ ') of the ACMS ellipsoid as deformation proceeds. The deformation appears to be approximately in the field of plane strain (equal $L$ and $S$ character). However, an increased degree of oblateness is noticed for the strain increments of greater than $40 \%$ shortening. Thus the ACMS ellipsoid is behaving in roughly the same way as the strain ellipsoid, obtaining a greater oblateness with deformation. It is clear from the $P^{\prime}-T$ diagram that there is not a simple quantitative relationship between the finite strain and the degree of anisotropy of ACMS. It is important to recognize that the ACMS fabric will not mirror that of the strain ellipsoid precisely. This is due to the fact that the specimen had an initial preferred orientation of aluminum disks which had an effect on the ACMS fabric which developed. The diagrams of figure


Figure 2.7. (a) $P^{\prime}-T$ diagram and (b) stereonet illustrating the progression of complex magnetic susceptibility fabrics during the first pure shear experiment performed on plasticene plus aluminum disks. Note that the calculated strains for each deformation increment are shown in the $P^{\prime}-T$ diagram.


#### Abstract

2.8 (Ramsay and Huber, 1983; Borradaile, 1988) show how initial fabrics can be affected by strain. Methods such as the Rf/o destraining method discussed by Borradaile (1987) must be used to obtain accurate strain estimates in such cases where rancom particle orientations were not present. Also, the efferts of interaction between the relatively large aluminum disks, their small numbers, and the possibility of "saturation" alignment at high strain contribute to the non-quantitative reiationship. This is a similar interpretation to that made by Pumala (1989) for magnetic fabrics in experimentally deformed plasticene.


Experiment \# 2 (PL16-23)

This experiment utilized exactly the same materiais as the first successful pure shear experiment. The same strain increments were produced, resulting in the data presented in figure 2.9. As before, k"min proceeded to become vertical, while the other principal susceptibilities defined the plane of flattening. In this experiment, a much stronger oblate fabric was generated than in the first experiment. The initial increments produced little increase in anisotropy, however, a rapid change from prolate to oblate anisotropy was observed. The sample reached a maximum degree of obiateness, after which $p$ ' increased rapidiy. Unce again, there was no apparent quantitative relationsinip between AEMS and strain. This can be attributed to the same possible reasons cited for the first experiment.


Figure 10.24. Progressive stages in fabric development arising from the tectonic deformation of a shale. A, initial compactec shale; B, earliest deformation stage; C, pencil structure stage; D, embryonic cleavage stage; E. cleavage stage; F, cleavagi with stretching lineation.


Fig. 8. Where a tectonic fabric develops a domainal texture, such as in stylolitic cleavage. there may be distinc: contributions of magnetic anisotropy from different parts of the rock. Cleavage zones may contribute a tectonic susceptibility anisotropy winile inter-cleavage domains may still retain a sedimentary magnetic faoric. The susceptibility determination for the rock blends the two fabrics.

Figure 2.8. This diagram illustrates two cases in which (a) fabric develops a number of different anisotropies during deformation due to the relationship between initial fabrics and strain (Ramsay and Huber, 1983) and (b) in magnetic fabrics where a domainal fabric exists. Different magnetic fabrics are present in the bedding and cleavage domains (Borradaile, 1988).



Figure 2.9. (a) $P^{\prime}-T$ diagram and (b) stereonet illustrating the progression of complex magnetic susceptibility fabrics ouring the second pure shear experiment performed on plasticene plus aluminum disks. Note that the calculated strains for each deformation increment are shown in the $\mathrm{P}^{\prime}$-T diagram.

The method for this experiment was similar to that for the previous ones, except that $5 \mathrm{~cm}^{3}$ of plasticene containing only 25 aluminum disks was used. This size of sample allowed for a greater degree of strain to be achieved, with increments of 0 , $12.5,25,37.5,50,62.5$, and $75 \%$ shortiening.

The deformation proceeded in a similar pattern to that of the previous experiments as seen in figure 2.10. The $P^{\prime}-T$ diagram illustrates a somewhat erratic increase in anisotropy and oblateness of fabric. The accompanying stereo-net illustrates the expected steady migration of the axis of minimum susceptibility towards parallelism with the compression direction.

Experiment \# 4 (PL39-45)

This experiment made use of the same materials used in the first two pure shear experiments. The procedure was approximately the same, except that deformation ceased after $60 \%$ shortening. The overall pattern of deformation was very similar to that in experiment \# 3 as figure 2.11 illustrates.

### 2.3.3. Discussion of pure shear results

Each experiment shows distinct changes in the character of electrical anisotropy as a result of deformation. Pure shear


Figure 2.10. (a) $P^{\prime}-T$ diagram and (b) stereonet illustrating the progression of complex magnetic susceptibility fabrics during the third pure shear experiment performed on plasticene plus aluminum disks. Note that the calculated strains for each deformation increment are shown in the $F^{\prime}-T$ diagram.


Figure 2.11. (a) $P^{\prime}-T$ diagram and (b) stereonet illustrating the progression of complex magnetic susceptibility fabrics during the fourth pure shear experiment performed on plasticene plus alumirum disks. Note that the calculated strains for each deformation increment are shown in the $P^{\prime}-T$ diagram.
deformation results show increased anisotropies with deformation as well as the general development of slightly oblate fabrics. The fabrics developed were not quite as oblate in character as expected, especially if one considers the kinetics of plasticene deformation to be the same as that for the study by Puumala (1987) in which AMS was studied using magnetite embedded in a plasticene matrix. In these experiments, the AMS fabric for magnetite developed a very strongly oblate character in pure shear experiments as shown in figure 2.12.

The fact that the aluminum particles had perfect disk shape would lead one to believe that strongly oblate ACMS fabrics should develop with increasing preferred dimensional orientation. However, the fabrics were less oblate than expected. This could De a function of the initial fabrics, which in general were prolate. It is also possible that the disks may have had some concuctivity anisotropy derived from impurities in the ailuminum or structural defects. Moreover, $T$ values are small due to errors in definition of the principal susceptibility axes. Susceptibility values from the $X-Y$ plane of strain were sometimes very low and difficult to reproduce. Standard deviations for some axial determinations were above $10 \%$. It was also noticed that K"min was generally defined with greater certainty (R95 often less than $5^{\circ}$ ) than $K^{\prime \prime \prime}$ nt and $K^{\prime \prime \prime m a x}$. This is a common occurence for specimens of highly oblate anisotropy.

The migration of the principal susceptibility axes indicates that the axes of ACME rotate into parallelism with the principal


Figure 8. (a) Note the consistency in orientation of principal susceptibilities during experiment $=1$ (b) The fabric becomes consistently more anisotropic with increasing deformation.

Figure 2.12. The development of magnetic susceptibility fabric in pure shear experiments performed on plasticene plus magnetite mixtures (Puumala, 1989) shows a similar pattern to that observed in the pure shear produced complex magnetic susceptibility fabrics in figures $2.7,2.9,2.10$, and 2.11.
axes of the strain ellipsoid. This is particularly evident in the correspondence between the $\mathrm{K}^{\prime \prime} \mathrm{min}^{\prime}$ and X strain directions.

The sense of anisotropy in these experiments tend to mimic that of strain, with both being described by oblate ellipsoids. However, ACMS fabrics in these experiments tended to be less oblate than strain fabrics. This is to be expected, as the strains were assumed to have been perfectly oblate in character.

### 2.3.4 Simple shear data

Three successful simple shear experiments were performed. These will also be discussed individually.

Experiment \# 1 (PL50-62)

The initial simple shear experiment utilized $8 \mathrm{~cm}^{3}$ of plasticene containing 50 aluminum disks. Shear strains were applied to the specimen in increments of 0.3 from 0 to 3.2. In order to achieve shear strains of up to 3.2 , the specimen had to be cut and re-assembled after approximately every three strain increments as illustrated previously in figure 2.6.

The stereo-net of figure 2.13 shows that $K^{\prime \prime m 1 n}$ was originally in a position much different from the shearing direction. As deformation proceeded, K"mın rotated progressively into the shearing direction with a plunge of approximatoly $45^{\circ}$. After reaching the shear direction, $K^{\prime \prime \prime m i n}$ began rotating toward


Figure 2.13. (a) P'-T diagram and (b) stereonet illustrating the progression of complex magnetic susceptibility fabrics during the first simple shear experiment performed on plasticene plus aluminum disks. Note that the calculated strains for each deformation increment are shown in the $P^{\prime}-T$ diagram.
the vertical as expected in simple shear. This is a very similar result to that discovered for AMS by Borradaile and Pumala (1989). Despite the ordered movement of $\mathrm{K}^{\prime \prime m i n}$, the other principal susceptibilities showed erratic development.

Figure 2.12 also illustrates a Jelinek-Hrouda diagram. This shows an erratic pattern of fabric development with strain. However, the diagram illustrates a tendency for the fabric to approach plane strain ( $T=0$ ) as is typical in simple shear, after beginning in the oblate field. The degree of anisotropy $P$, tended to increase with deformation, but was very erratic. This was undoubtedly due to the disruptive effect of specimen-cutting discussed earlier. The initial fabric also appears to have had a major effect upon the first few strain increments.

Experiment \# 2 (PL63-73)

The materials and procedure were identical to those for the first simple shear experiment, except that the maximum shear strain produced was only 3.0. The relevant data pertaining to this experiment are illustrated in figure 2.14. The stereo-net shows rapid migration of the minimum resistive susceptibility toward near-parallelism with the shear direction. There was also a very slow subsequent rotation toward the vertical. The other principal axes also display a well defined migration as strain progressed. The $P^{\prime}-T$ diagram shows an interesting pattern of fabric development. Fabrics progressed from extreme prolateness


Figure 2.14. (a) $P^{\prime}-T$ diagram and (b) stereonet illustrating the progression of complex magnetic susceptibility fabrics during the second simple shear experiment performed on plasticene plus aluminum disks. Note that the calculated strains for each deformation increment are shown in the $P$ '-T diagram.


Figure 2.15. (a) $P^{\prime}-T$ diagram and (b) stereonet illustrating the progression of complex magnetic susceptibility fabrics during the third simple shear experiment performed on plasticene plus aluminum disks. Note that the calculated strains for each deformation increment are shown in the $P^{\prime}-T$ diagram.
toward plane strain, with a sudden jump into the oblate field for the final strain increment. The first strain increment produced a large jump from plane strain to the prolate field related to the initial shape and orientation of the ACMS Ellipsoid. There are three marked discontinuities in the development of fabric, where the anisotropy ( $P^{*}$ ) of the ellipsoid decreases. These all correspond to the strain increments between which the specimen was cut. Thus cutting has a major effect on anisotropy, causing a decrease, likely resulting from the disturbance of a number of aluminum disks. There is an apparent tendency toward plane strain similar to the first experiment if the final increment of strain. This may also be artificial if the other cuts affect the fabric similarly.

Experiment \# 3 (PL74-PLB3)

This experiment was identical to the other simple shear experiments, except it only achieved a shear strain of 2.7 . Unfortunately, fabric development was extremely erratic, with little pattern evident in the $P^{\prime}-T$ diagram of figure 2.15. The later increments of shear do appear to show a general anisotropy increase, though. The poor fabrics were probably related to the specimen cut effect. Despite the erratic development of anisotropy, the migration of $\mathrm{K}^{\prime \prime m i n}$ illustrated in figure 2.15 was once again well defined, proceeding as in the previous experiments. The sudden reversal of $K^{\prime \prime \prime}{ }_{\text {int }}$ and $K_{m i n}$ shows a
sudden change in the ellipsoid related to its initial shape or more likely the aut following the third increment of strain.

### 2.3.5. Discussion of simple shear experiments

The simple shear deformation experiments appear to show that the K"min axis of the ACMS ellipsoid teinds to approach parallelism with the shear direction as deformation begins. Dnce this is achieved, this axis rotates progressively toward the vertical as is known to occur in nature. This also confirms the findings of AMS studies on plasticene-based aggregates (Borradaile and Puumala, 1989).

Unfortunately, ACMS fabric development in these experiments was erratic. This can be attributed largely to the experimental conditions, which were far from ideal. The small numbers of aluminum disks do not allow for statistical alignment of grains corresponding to strain. Also, only the disks within a few millimetres of the surface of each specimen are measured by the instrument due to the "skin effect". Probably 100 to 1000 much smaller grains per specimen would increase the correspondence between ACMS and strain. Despite these problems, there appear to be trends toward greater anisotropy with strain in each of the three experiments. Also, two experiments showed some evidence for a tendency toward piane strain fabrics, which were also oinserved Ey Eorradaile and Puumala (1989).

### 2.4. Geological Implications

One might assume that aluminum is analogous to nearly electrically isotropic ore minerals such as pyrrhotite which has an anisotropy of only about $10 \%$ according to Krontiras et al. (1984). Therefore the foregoing experiments may have some geological relevance. The plasticene plus aluminum observations indicate that the principal axes of complex susceptibility should correspond to the principal strain axes in geological materials which contain conductive minerals having a shape-controlled anisotropy. This is assuming that deformed ore minerals develop preferred orientations as a result of tectonic strain. This indeed does occur and is summarized for a number of ore minerals in the reviews by Clark and Kelly (1976), McClay (1983), and Siemes and Hennig-Michaeli (1985). The preferred orientations developed are both dimensional and crystallographic. Which type occurs depends upon the conditions of stress and temperature at the time of deformation.

Preferred orientations of conductive minerals developed during deformation events thus should produce ACMS fabrics showing some relationship to strain, even if these are crystallographically controlled. It is possible that there may be difficulties in using ACMS to estimate strain values similar to that for AMS discussed by Borradaile and Mothersill (1984), but valuable data may be derived from the principal susceptibility axes. AMS can provide useful strain estimates in mineralogically
homogeneous rocks (Hrouda, 1987), especially where a single phase is responsible for the fabric. Since most ores contain only a limited number of highly conductive minerals such as chalcopyrite and pyrrhotite, it may be easier to obtain quantitative strain estimates using ACMS.

The success of the preceding experiments suggest that study of experimentally deformed ore minerals is justified.

## 3. EXPERIMENTALLY DEFORIMED PYRRHOTITE AGGREGATES

### 3.1. Materials and Method

A number of deformation experiments were performed on aggregates of loose pyrrhotite having a grainsize in the range of 0.15 to 1.0 mm . The pyrrhotite was obtained by crushing specimens of massive sulphide From Shebandowan, Ontario which contained mostly pyrrhotite, and washing and sieving the grain aggregates.

The specimens were each deformed to varying degrees in a Donath triaxial deformation rig by pure shear. Specimens were protected in cylindrical teflon jackets with Berea sandstone disks at both ends to contain the aggregate. The purpose of the study was to determine if the ACMS fabrics measured in the deformed specimens showed any correspondence to calculated strain values and AMS fabrics. AMS fabrics have already been shown to have a correlation with strain (ie. Borradaile and Alford, 1987; Hrouda, 1987; Borradaile and Mothersil1, 1984; Wood et al., 1976; and many others). Pyrrhotite was chosen for this experiment, as it is highly conductive and has a significant, measurable magnetic susceptibility. Its resistivity is only 2 to $160 \times 10^{-6}$ ת-m (keller, 1982) and its magnetic susceptibility is 1.5 SI/volume (Carmichael, 1982). The specimen measurement procedure was the same as for the previous experiments, and the raw ACMG conductivity data were converted to resistive values for the purpose of graphical anisotropy interpretation in $P^{\prime}-T$ diagrams.

Two separate batches of pyrrhotite were used in these experiments. The first batch was used for specimens POO2 to POOB. This material contains many. impurities which were recognized in polished section following ACMS measurement. There was about $70 \%$ pyrrhotite containing some pentlandite, $15 \%$ magnetite, and $15 \%$ chalcopyrite. The second batch was of much greater purity, containing about $95 \%$ pyrrhotite, with the remaining volume being comprised of pentlandite and chalcopyrite. The composition differences mean that the data for the two sample sets must be analysed separately.

Initially a specimen of known mass was hydrostatically compacted at a confining pressure of 150 MPa ( 1.5 kbars) in the triaxial rig for each batch of pyrrhotite. This allowed for determination of the ratio of mass : length of an "undeformed", but hydrostatically compacted specimen. "Undeformed" means that no differential stress was applied, although some preferred orientation of grains did develop in some cases due to initial pouring of aggregate into teflon tubes. By doing this test, the mass of specimens deformed using an applied differential stress could be used to calculate what the initial length of the specimen under a confining pressure of 1.5 kbars would be. Thus the measured length of a deformed specimen could be subtracted from its predicted initial length to calculate shortening. These measured strains were very unreliable, as the specimens typically cracked upon depressurization. One of these features is illustrated in the photomicrograph of figure 3.15. Thus other
means of strain calculation were used. These included the use of Rf/ø analysis and chart recordings of piston displacement from the triaxial rig.

Differential stress was applied to specimens of $3 / 4^{\prime \prime}$ and $1 / 2^{\prime \prime}$ diameter under 1.5 kbars of confining pressure. This was done at a strain rate of approximately $10^{-4} \mathrm{~s}^{-1}$. The $1 / 2^{\prime \prime}$ specimens provided greater strains, as they built up differential stress much more slowly and did not reach high enough values to potentially damage the triaxial rig. There was one drawback to the smaller specimens. This was that they did not provide as large an ACMS signal. Also, the deformation of specimens meant that they were variable in their shapes. However, this was not considered to be of great importance, as the conductive material was a number of grains much smaller than the bulk volume, similar to the situation in the aluminum plus plasticene experiments.

Figure 3.1 shows a typical differential stress versus strain curve. These charts were used as another method to calculate strains, after the elastic strain represented by the steeply sloping line at the end of the deformation (obtained during unloading) was subtracted. These charts were only obtained for deformations after experiment PO13, as the chart recorder was not previously operational.

After each deformation experiment was completed, the specimens were impregnated with epoxy so that the specimens would remain intact for ACMS and AMS measurement. This process was also used in polished section preparation.

$e=\frac{\text { plastic deformation }}{\text { initial length }}=\frac{.150}{.679}=22.1 \% \quad$ Rs $=1.454$
where Rs $=(1-e)^{-1.5}$ for three dimensional pure shear

Figure 3.1. A typical chart recording of a triaxial deformation is illustrated. Strain is plotted on the $X$-axis against differential stress. Rs is calculated by dividing the initial specimen length minus the total plastic deformation illustrated above by the initial estimated specimen length. Initial specimen length is calculated from a factor related to mass obtained from hydrostatically deformed specimens.

The electrical and mechanical properties of the materials used in these experiments will be discussed before the experimental data is presented.

### 3.2. Electrical Properties of Pyrrhotite

Pyrrhotite is a mineral which is variable in composition, having the chemical formula Fe nex $^{\text {S }}$. Stoichiometric FeS is known as troilite and has many important differences from pyrrhotite. Magnetically, it is antiferromagnetic, while pyrrhotite is ferrimagnetic (Hirahara and Murakami, 1958). Troilite also has a much higher electrical anisotropy than pyrrhotite. Troilite is not commonly found on the surface of the earth, but is an important component of meteorites (Shuey, 1975). The structure of troilite, however, is similar to that of pyrrhotite, which has an iron deficiency. Natural pyrrhotite can be of hexagonal or monoclinic symmetry depending on the degree of iron deficiency. When iron comprises less than $47.2 \%$ atomic weight, hexagonal symmetry gives way to monoclinic symmetry. Natural pyrrhotites are commonly intergrowths of these two varieties.

Three separate specimens of pyrrhotite were analysed using the $X$-ray diffraction technique in an effort to determine their composition. The first two specimens were obtained from the two batches of pyrrhotite used in this chapter, while the third specimen is representative of the Shebandowan ore for which ACMS data was obtained in chapter 5. Samples were prepared by crushing them to a fine powder along with approximately $40 \%$ by volume of NaCl which acts as a buffer. The specimens were then mounted on microscope slides in nail polish. The samples were analysed using Fe tube radiation. Results for each specimen are illustrated in
figures 3.2 to 3.4. Note that each specimen exhibits a double peak between the $2 \theta$ values 55.5 and 57 . These are at the (102) reflection of hexagonal pyrrhotite (Scott, 1974). This double peak is characteristic of monoclinic pyrrhotite. If hexagonal pyrrhotite were present, only a single peak would appear and the iron content of the pyrrhotite could be estimated from the dspace value for this peak (Scott, 1974). However, the presence of monoclinic pyrrhotite and the resultant double peak for each specimen makes this calculation impossible. Although this data does not give an indication of the actual chemical formula of the three pyrrhotites, it does provide some valuable information about these specimens. For instance, the nearly equal intensities of the two peaks in figures 3.2 and 3.4 indicate that the pyrrhotite in these specimens is probably almost exclusively monoclinic (S. Kissin, personal communication). The unequal peaks of figure 3.3 indicate that monoclinic and hexagonal symmetries are probably both present. This may be part of the reason for the slightly lower magnetic susceptibilities of specimens from the second batch of pyrrhotite aggregate discussed later in this chapter. This is because monoclinic pyrrhotite is much more magnetically susceptible than hexagonal pyrrhotite (Shuey, 1975). X-ray fluorescence (XRF), scanning electron microscope (SEM), atomic absorption (AA), and inductively coupled plasma (ICP) analyses were also attempted to determine the chemical composition of the pyrrhotites, but all obtained unsatisfactory results. Unfortunately, this means that no possible correlations


Figure 3.2. This is the $X$-ray diffraction trace for the pyrrhotite used in specimens $\mathrm{FOO2}$ to $\mathrm{POO8}$ discussed in this chapter. The double peak indicates the presence of monoclinic pyrrhotite.


Figure 3.3. This pyrrhotite was used in specimens F007 to P028. The difference in height between the two peaks between 55.5 and 57 indicates that both hexagonal and monoclinic pyrrhotite were present in this specimen.


Figure 3.4. This massive pyrrhotite specimen from the Shebandowan mine is discussed in chapter 5 and, like the specimen of figure 3.2 , contains monoclinic pyrrhotite.
between chemical composition and ACMS response for pyrrhotite can be mace in this study.

The resistivity of pyryhotite is quoted as 2 to $160 \times 10^{-6}$ ת-m (Keller, 1982). Four pieces of the pyrrhotite specimen SBO2 were measured on a Hewlett-Packard 4192 A impedence analyser upon which a resistivity of approximately $3.45 \times 10^{-3} \Omega$ was determined for each specimen. This is higher than expected, probably because of insufficient contact between specimen and instrument (M. Hawton, personal communication). Thus the true resistivities of the specimens are probably much lower. Pyrrhotite is a mineral with an extremely high crystallographically controlled magnetic suscsptibility anisotropy (Schwartz, 1974), however, it only has a small electrical anisotropy of about $10 \%$. The highest resistivity is parallel to the c-crystallographic axis (Krontiras et al., 1984), which is also the axis of least magnetic susceptibility. It is also important to note that the c-axis tends to becorne parallel to the maximum compressive strain axis during plastic deformation (Siemes and Hennig-Michaeli, 1985; McClay, 1983; and Clark and Kelly, 1976). Monoclinic and hexagonal pyrrhotite were considered essentially isotropic by Shuey (1975).

Pyrrhotite is a semiconductor. It has usually been assumed that charge carriers in pyrrhotite are holes associated with the iron vacancies. However, this is probably not. the case, as conductivity should increase proportionately with iron deficiency, but pyrrhotite has nearly the same conductivity as
troilite (Shuey, 1975). This would make it essentially an intrinsic semiconductor. Sakkopolous et al. (1984) have shown that there probably is significant impurity-band or extrinsic semiconduction in pyrrhotite. They attribute this effect to the presence of such common impurities as Ni , Co , and Cu , as well as lattice defects (ie. vacancies).

The presence of pentlandite exsolution flames, which are illustrated in the photo of figure 3.16, should also affect the conductivity of the specimens used in this study, as pentlandite has a slightly lower resistivity of 1 to $11 \times 10^{-6}$ n-m (Keller, 1982). Also, pentlandite is cubic and should thus have an exclusively shape controlled anisotropy.

### 3.3. Electrical Response of Magnetite and Chalcopyrite

The electrical properties of magnetite and chalcopyrite will be discussed briefly, as they are present in some of the specimens studied.

Magnetite has the lowest resistivity of any oxide, of the order of $52 \times 10^{-6} \Omega-m$ (Keller, 1982). This is in the same range of magnitude as for pyrrhotite, and therefore should have little effect on specimen bulk resistivities provided that this is also the case at the frequencies used by the ACMS coil. It is also cubic and should have no electrical anisotropy. Magnetite often contains exsolution lamellae of ilmenite which changes its overall resistivity. Figure 3.5 shows how resistivity increases with $\mathrm{FeTiO}_{4}$ content.

Chalcopyrite has a resistivity of 150 to $9000 \times 10^{-6} \Omega-m$. This is higher than the resistivity of pyrrhotite. Measurements on specimens of triaxially compacted loose chalcopyrite aggregate give lower conductive ACMS than measurements on similarly prepared pyrrhotite as shown in figure 3.6. Thus chalcopyrite in these specimens may have little effect on the results as it is a relatively minor constituent of most samples. Chalcopyrite also has a crystallographic resistivity anisotropy, with lower resistivity along its crystallographic c-axis. The ratio of maximum to minimum resistivity is 1.3 to 2.6 (Shuey, 1975).


Fig. 22-1. Room-temperature resistivity of synthetic titanomagnetite as a function of composition. Crosses are for ceramics of $0^{\prime}$ Reilly and Banerjee (1965), circles are for single crystals of Stephenson (1969).

Figure 3.5. This diagram from Shuey (1975) shows that the resistivity of magnetite increases significantly with $\mathrm{FeTiO}_{4}$ content.

| $\begin{aligned} & \text { FO1E } \\ & \text { SUSC. } \end{aligned}$ | DEC | $\begin{aligned} & \text { JRE } 1 \\ & \text { INC } \end{aligned}$ | R．95 | $\begin{gathered} \text { UNITS }=S I \\ E V \end{gathered}$ | $\begin{aligned} & \epsilon \quad \mathrm{NF} \\ & \operatorname{SDEV} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 60.63 | 5.15 | 6З． 0 | 8． 1601 E －05 | 1．673E－04 |
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CF1B SITE 1 CORE 1 SFEC 1 UNITS＝SI $\vee M=\epsilon \quad N R=\Xi$ SUSC．DEC INC R9S EV SDEV MIN E83．03－Еこ． 64 58．E g．3754E－05 Э．803E－05 INT $17.87-11.4 E \quad 59 . E \quad 1.4033 E-04 \quad 1.0 E 4 E-04$ MAX З1E．8E E4．3J 15． 7 E．З130E－04 5．0こЗE－05

Figure 3．6．The data above are the determinations of the three principal concuctive ACMS values for a specimen of crushed pyrrhotite（PO1B）and a similarly prepared specimen of chalcopyrite（CP1B）．Each was triaxially deformed to a shortening of $5 \%$ ．Notice that the EV values（ACMS in SI／mass）are higher for pyrrhotite， indicating that at least in this case，pyrmotite has a higher conductive ACMS than chalcopyrite．

### 3.4. Deformation Characteristics of Pyrrhotite

Graf and Skinner (1970) experimentally deformed pyrrhotite to identify its methods of deformation. It was found to deform plastically in their tests at low temperatures and rapid strain rates. Cataclasis is only important at the lowest temperatures. Up to $250^{\circ} \mathrm{C}$, translation gliding along. (0001) and kinking dominate. Kinking results in striking deformation bands visible in cross-polarized light in polished section (Clark and Kelly, 1976). All of these features were apparent in the deformation experiments of this study. Above $250^{\circ} \mathrm{C}$, at high pressures, pyrrhotite suddenly weakens and twinning develops. This transition is due to a change in the number and ordering of vacancies in pyrrhotite (Siemes and Hennig-Michaeli, 1985). Graf and Skinner (1970) also observed development of pyrite exsolution parallel to the basal plane of pyrrhotite at low temperatures. This was not observed in this study.

Slip along (OOO1), which is the only operative slip plane under most conditions will result in the rotation of these planes towards the plane of flattening. This is a strain induced preferred crystallographic orientation as described by Buerger (1928). Thus, since pyrrhotite has an electrical anisotropy, strained massive samples may exhibit ACMS fabrics with highest
 strain. This is the opposite of what would be expected if anisotropy were strictly grain shape controlled. In loose
aggregates, the crystallographic anisotropy should not be a major factor.

### 3.5. Deformation Characteristics of Magnetite and Chalcopyrite

Once again, magnetite and chalcopyrite will be discussed, as they may have an effect on the first set of results. Room temperature deformation of magnetite results in twinning and slip along \{111\} (Siemes and Hennig-Michaeli, 1985). Also, the [110] crystallographic axis tends to become parallel to the axis of shortening. As magnetite has no crystallographic conductivity anisotropy, preferred crystallographic orientation has little effect on ACMS fabrics.

Chalcopyrite has been shown to develop strong preferred crystallographic orientations in natural specimens (Cox and Etheridge, 1983) as the result of glide along \{112\}. HennigMichaeli and Siemes (1987) found similar results in experimentally deformed chalcopyrite. As a result of this slip, $\{112\}$ becomes parallel to the flattening plane. This combined with the strong resistivity anisotropy of chalcopyrite means that in massive specimens, the $K^{\prime \prime}{ }^{m 1 n}$ resistive complex susceptibility may not correspond to the axis of shortening.

### 3.6. Experimental Data

## S.6.1. Complex magnetic susceptibility values

The values for bulk complex magnetic susceptibility for the specimens POO2 to PO28 range from $0.604 \times 10^{-6} \mathrm{SI} / \mathrm{mass}$ to $7.56 \times$ $10^{-\infty} \mathrm{SI} / \mathrm{mass}$. This indicates that the conductivities of the specimens are extremely variable. There are many possible explanations for the disparity. The most likely reason is the presence of different shapes and sizes of spaces between grains as shown in the photomicrographs of figure 3.14. These spaces limit intergrain contacts and reduce the effective conducting surface area of the material being measured. The degree of strain should result in an increase of conductive CMS values with strain, as one would expect the grain contacts to become better, increasing conductivity. The graph of figure 3.7 shows the expected correlation when chart strain values are plotted against conductive bulk $\mathrm{K}^{\prime \prime}$. A number of factors may be important in any variability between $K^{\prime \prime}$ values. One is the actual composition of the samples. The impurities such as pentlandite, magnetite, and chalcopyrite may have an effect on resistivity if they compose different proportions of different samples. Also, the internal features of pyrrhotite before and/or after experimental deformation may have some effect on resistivity. These features include dislocations, twins and microcracks. The degree of cataclasis occuring in these specimens may also affect bulk


Figure 3.7. These diagrams illustrate that bulk complex magnetic susceptibility (conductive) generally increases as a function of strain calculated from chart recordings. Note that there is not a good linear relationship even when strain is plotted against in K" (bulk).
conductive $\mathrm{K}^{\prime \prime}$.

### 3.6.2. ACMS fabric characteristics

The ACMS fabrics develop with a fairly consistent orientation of resistive k"min parallel to the axis of compression. Each specimen had its ACMS measured 10 separate times to ensure that the axis of minimum susceptibility could be located consistently by the coil. The stereonets shown in figure 3.8 show the typical distribution of axes for these specimens. In most specimens, $K^{\prime \prime}$ min could be defined within the $95 \%$ confidence limits ("R95") of better than 5". The axes are best defined at high strains and when bulk susceptibility is high.. The stereonet for the hydrostatically compacted specimen PO1O shows that it developed a very poor fabric. This was expected, as this was one of the least deformed specimens. Better values were typically obtained from the most highly strained specimens. On the other hand, the axes of intermediate and maximum resistive susceptibility were never defined with precision (see data in appendix A). However, a plane in which these axes fall can be defined in all cases. The difficulty in defining these axes is in part due to the fabrics in most cases being nearly uniaxially oblate in character due to the pure shear deformation. The coil also often had some difficulty in detecting CMS in the foliation plané, as values were sometimes close to the detection limits of the coil. High standard deviations were typical of the K"max and


Figure 3.B. These are four typical principal axis distributions for ten separate ACMS measurements on a single pyrrhotite aggregate specimen. (a) PO 10 is a hydrostatically deformed specimen and all resistive ACMS principal axes are poorly defined. (b) POll
(c) PO13 (d) PO22 all show the typical well-defined $K^{\prime \prime}{ }_{\text {min }}$ and poorly defined $K^{\prime \prime}{ }_{1 n t}$ and $K^{\prime \prime}$ max which fall within the plane of flattening.
$K^{\prime \prime}$ int values. The $P^{\prime}-T$ diagram of figure 3.9 illustrates that almost all specimens show strongly oblate resistive anisotropy. It should be noted, though, that standard deviations in $T$ values were often quite high as the result of the poor precision in $K^{\prime \prime}{ }_{\text {int }}$ and K"max determinations. Nonetheless, the consistency of oblate fabrics is significant. Values of bulk susceptibility for some specimens are quite variable over the 10 measurements, owing to the fact that the values are approaching the detection limits of the coil. This is illustrated by the table of figure 3.10. One unfortunate aspect of this low detection limit is that pyrite, the most common sulphide mineral, produces no ACMS signal.

There appears to be poor reproducibility of results when $K^{\prime \prime}$ is less than about $3 \times 10^{-6}$ SI/mass. The $3 / 4^{\prime \prime}$ cores tend to give slightly better data than the $1 / 2^{\prime \prime}$ cores. All specimens from POO2 to PO14 were $3 / 4^{\prime \prime}$ and the rest were of $1 / 2^{\prime \prime}$ diameter.

Data obtained from massive specimens containing pyrrhotite and chalcopyrite obtain much more precise and reproducible ACMS values than the unconsolidated specimens, largely because of their much higher conductivities. Massive specimens will be discussed in more detail in chapter 5.

There may be a grain-size dependence upon CMS in the crushed pyrrhotite, as a specimen consisting of <0.15 mm material had a mean conductive ACMS of $7.09 \times 10^{-7}$ SI/mass versus a minimum of $10.34 \times 10^{-7} \mathrm{SI} / \mathrm{mass}$ for POOO to PO 28 which used the same pyrrhotite, except in the 0.15 to 1.0 mm grainsize range.

Pore water is not a factor in ACMS measurements as the


Figure 3.9. This $P^{\prime}$ - T diagram shows that the triaxially deformed pyrrhotite aggregates typically develop strongly oblate resistive ACMS fabrics typical of pure shear.

| $K^{\prime \prime}(\text { bulk })$ | $\begin{gathered} F O O 2 \\ \times 10 E-6 \end{gathered}$ | FOOS | $\mathrm{FOO4}$ | FOOS | FOOG | $\mathrm{FOO7}$ | FOOS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.669 | 0.6479 | 1.9387 | 0.6505 | 0.722 B | 1.8403 | 0.60959 |
| 2 | 0.7141 | 0.5653 | 1.8975 | 0.6257 | 0.7625 | 1．7455 | 9．6．355 |
| $\underline{3}$ | 0.6843 | 0．58\％ | 1.9276 | 0.5762 | 0.755 | 1.7176 | 0.63985 |
| 4 | 0.7566 | 0.5746 | 2.0016 | 0.6649 | 0.7025 | 1.7423 | 0.62004 |
| 5 | 0.7417 | 0.6736 | 1.9432 | 0.6071 | 0.7112 | 1.7077 | 0.62002 |
| 6 | 0.7015 | 0.647 | 1.9 | 0.6185 | 0.7212 | 1．6908 | 0.60238 |
| 7 | 0.6927 | 0.5825 | 1.9582 | 0.6379 | 0.7526 | 1．7673 | 0.60572 |
| 8 | 0.7314 | 0.6006 | 1.9429 | 0.6209 | 0.7264 | 1.7150 | 0.62572 |
| 9 | 0.7307 | ¢． 568 | 1.9023 | 0.6405 | 0.6897 | 1.6929 | 0.65274 |
| 10 | 0.6499 | 0.6009 | 1.9632 | 0.6355 | 0.7297 | 1.7669 | 0.64235 |
| k．${ }^{\text {a }}$ avg． | 0.70517 | 0.60431 | 1.9375 | 9.62777 | 0.725 .5 | 1.73871 | 0.625696 |
| std．dev． | 0.029512 | 0．0こ6277 | 0.031016 | 0.02532 | 0.020694 | 0.042799 | 0.016298 |


|  | F009 | PO10 | FO11 | F012 | FOLS | FOI 4 | FO15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.3051 | 1.2026 | 4.0144 | 1.0608 | 1.5774 | 3.5565 | 3．0576 |
| 2 | 2.2802 | 1.1894 | 4.051 | 1.059 | 1．5585 | E． 50.37 | ङ． 1301 |
| 5 | 2． 3063 | 1． 205 | 4.05 | 0.77445 | 1.6021 | 3.485 | 玉．0929 |
| 4 | 2.3278 | 1．2215 | 3．981 | 1.0049 | 1.5391 | \％． 494 | T． 196 |
| 5 | 2．2734 | 1．1873 | 4.0739 | 0.98263 | 1.6059 | 3.5236 | S． 1923 |
| 6 | 2.2675 | 1．2367 | 4.0173 | 1.0473 | 1.544 | ㅈ．5020 | 3.0226 |
| 7 | 2． 306 | 1． 1957 | 4.0172 | 1.0515 | 1.5588 | E．5027 | 工． 2525 |
| 8 | 2．2828 | 1．1366 | 4.085 | 1.0246 | 1.577 | －5061 | S．1245 |
| 9 | 2.2698 | 1．2218 | 4.0411 | 1.0516 | 1． 5.549 | $\because .5087$ | S． 015 |
| 10 | 2．2031 | 1．2354 | 4.0212 | 1.0844 | 1.5227 | S． 4517 | 3.0107 |
| ビ＂avg。 | 2．28223 | 1.2022 | 4.03521 | 1.034118 | 1．56404 | S．50153 | צ．11022 |
| std．dev． | 0.022503 | 0.029517 | 0.029482 | 0.084846 | 0.025 .541 | 0.021434 | 0.079895 |


|  | FO16 | FO18 | FO19 | FO20 | FO21 | F022 | FO 2 B |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.0498 | 1.4686 | 7.4908 | 2.7274 | 3．1173 | 4.44 .37 | 2．6285 |
| 2 | 2.0798 | 1.4 .347 | 7.5872 | 2.9181 | S．0641 | 4.607 | 2．8869 |
| $\Xi$ | 2．066．3 | 1．44日 5 | 7.5011 | 2.7186 | 3.075 | 4．7176 | 2.8587 |
| 4 | 2.079 | 1． 3682 | 7．577 | 2．802s | 3.1804 | 4.6731 | 2.99 |
| 5 | 2．05．5 | 1.4186 | 7.6094 | 2.9477 | ङ． 1737 | 4．7373 | 2.6986 |
| 6 | 2.0967 | 1.4779 | 7.5345 | 2.9251 | 3.0755 | 4.6265 | 2．8378 |
| 7 | 2.0672 | 1.4183 | 7.6201 | 2.6801 | З． 1586 | 4.6322 | 2.7789 |
| 8 | 2．0561 | 1． 511 | 7.6072 | 2．8063 | S． 2744 | 4.6992 | 2.5731 |
| 9 | 2.0565 | 1.5917 | 7.5867 | 2.6061 | E．1257 | 4.681 | 2.564 |
| 10 | 2.0615 | 1.41 .59 | 7.4917 | 2.7284 | 区． 1118 | 4.643. | 2． 6566 |
| 以゙＂avg． | 2.06454 | 1.41514 | 7.5606 | 2.80601 |  | 4.64606 | 2.73751 |
| std．dev． | 0.016686 | 0.046812 | 0.048581 | 0.112931 | 0.060525 | 0.07828 | 0.12211 |


| K＇（buIk） | FO 24 | FO25 | F026 | P027 | FO2日 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.8754 | 1.6186 | 1.4456 | 1.8723. | 1．6615 |
| 2 | 1.8458 | 1.5839 | 1．6．36 | 1.8205 | 1.5785 |
| 5 | 1．9366 | 1.4372 | 1.2426 | 1.8896 | 1．565 |
| 4 | 1．858 | 1.6121 | 1.4092 | 1.7776 | 1.6074 |
| 5 | 1．8566 | 1．5864 | 1.4237 | 1.8895 | 1.69 .1 |
| 6 | 1．78日2 | 1.4074 | 1.5297 | 1.807 | 1.6426 |
| 7 | 1.7683 |  | 1.4762 | 1．7656 | 1.6757 |
| 8 | 1.8287 |  | 1.4994 | 1.958 | 1.6063 |
| 9 | 1.7816 |  | 1.3682 | 1.718 .3 | 1.7107 |
| 10 | 1.8407 |  | 1.3769 | 1.7659 | 1.5411 |
| $k^{\prime \prime} \text { avg. }$ | $1.83769$ | $1.5413$ | 1.44053 | 1.82443 | 1.62799 |
| std．dev． | 0.047114 | 0.094757 | 0.099817 | 0.066583 | 0.054192 |

Figure 3．10．The average bulk conductive $K$＂for the pyrrhotite aggregates is variable between measurements for some specimens as seen by the standard deviation values．


#### Abstract

resistivity of pyrrhotite is several orders of magnitude lower than that of water and can not be detected on its own in the coil. Water typically has a. resistivity of at least $1 \Omega-m$ as opposed to 2 to $160 \times 10^{-\infty}$ ת-m in the case of pyrrhotite (Keller, 1982).

In conclusion, the ACMS method appears to be useful in detecting the axis of maximum compression in the deformed pyrrhotite aggregates. Thus we can conclude that preferred orientations of pyrrhotite grains must have an effect on ACMS despite the slight crystallographic electrical anisotropy. The $P^{\prime}$ values of up to 11 illustrated in figure 3.9 attest to this.


### 3.6.3. AMS fabric characteristics

Anisotropy of magnetic susceptibility data show remarkable precision in the definition of the three principal axes of susceptibility for all pyrrhotite specimens (see appendix B). This is undoubtedly due to the high magnetic susceptibility of pyrrhotite. Reproducibility of results between measurements on the same specimen is very good.

The Jelinek-Hrouda P'-T diagram of figure 3.11 shows that all specimens developed a strongly oblate magnetic fabric as the result of deformation. Also, the Kmim AMS axis approximates the shortening direction in all cases. Example stereonets are illustrated in figure 3.12. Thus $K^{\prime \prime \prime}{ }_{m i n}, K_{m+n}$, and the maximum compressive strain directions approximately coincide for all


Figure 3.11. As with resistive ACMS fabrics, AMS fabrics for the pyrrhotite aggregates are generally strongly oblate, with $T$ values greater than 1. Note that anisotropy $P$ is much lower in AMS.


Figure 3.12. These stereonets show well-defined AMS fabrics for (a) P010 (b) P011 (c) P013 (d) P022. If one compares these stereonets to those for ACMS fabrics for the same specimens in figure $3.8, K_{m i n}$ and $K^{\prime \prime \prime}{ }_{m i n}$ are nearly coincident.
specimens. This result permits us to suggest that ACMS will be useful in strain analyses to be performed on these specimens later.

The correspondence between AMS and strain ellipsoid axes indicates that there must be some crystallographic control on grain shapes. This is because pyrrhotite has a very strong crystallographic magnetic susceptibility anisotropy which controls its magnetic fabrics. If there was not a slight crystallographic preferred orientation, there would be no apparent AMS. Intracrystalline deformation is not believed to be much of a factor in the AMS fabrics, for well defined AMS is present in the hydrostatic specimens as well as the deformed specimens. Preferred orientations in the hydrostatically deformed specimens are probably due to gravity settling of the aggregate prior to the specimens being placed in the triaxial rig.

Bulk susceptibility values are reasonably consistent for the samples POO2 to $P 008$ as seen in the table of figure 3.13. These are much higher than the values for POO to P 028 . This is probably because of the presence of magnetite in the first set of specimens. Magnetite has a magnetic susceptibility of 5.841 SI/volume (Borradaile et al., 1987) versus 1.5 SI/volume for pyrrhotite (Carmichael, 1982). Also, the first set of specimens appear to contain little hexagonal pyrrhotite, which is less susceptible than monoclinic pyrrhotite. The second set of specimens apparently contains hexagonal pyrrhotite as discussed earlier in section 3.2. The values for P 009 to P 028 are

SFECIMEN K(buIk)

| FQ2 | 1.2088 |
| :---: | :---: |
| FOE | 1. 8844 |
| FO4 | 1. 2423 |
| FOS | 1.2755 |
| FDG | 1.557 |
| FO 7 | 1.4091 |
| FOP | 1.543 |
| FOG | 0.50135 |
| Folo | 0.45246 |
| FOI 1 | 0.23244 |
| FO 12 | 0.24675 |
| FOIS | 0.2221 |
| FO 14 | 0.24 .884 |
| F015 | 0.23492 |
| FO16 | 0.24776 |
| Fole | 0.24222 |
| FQ17 | 0.22163 |
| POLO | 0.2296 |
| FOL1 | 0.2005 |
| Fue2 | 0.22650 |
| FOQS | 0,2262 |
| FO 24 | 0.31721 |
| Fu2S | 0.31512 |
| FO26 | 0.26007 |
| FO27 | 0.27779 |
| F028 | 0.29284 |

Figure 3.13. These are the bulk magnetic susceptibility values for all specimens. PCO2 to POOB are from the first set of samples, which contained magnetite. Values for the samples P009 to P028 were quite consistent, except that the hydrostatically deformed specimens P009 and P010 are about twice as susceptible as the rest.
reasonably consistent as well, except that the hydrostatic specimens have roughly double the susceptibility of the deformed specimens. The reasons for this are unknown, but may be related to the effects of deformation. Variability between specimens is most likely due to small compositional differences between specimens.

### 3.7. Specimen Deformation Fabrics

After the pyrrhotite aggregates were deformed and AMS and ACMS fabrics measured, the specimens were cut in half to prepare polished sections. The polished sections were photographed to allow digitization for the purpose of strain analysis. They were also observed to examine mineralogy and textures.

### 3.7.1. P002-POOB

These samples were obtained from a single specimen of massive sulphide. The mineralogy of each specimen is similar, with the major constituent being pyrrhotite which comprises $70 \%$ of the specimens by volume. The other important minerals in these aggregates are magnetite and chalcopyrite, each of which comprise about $15 \%$ of the volume. There is also a minor amount of gangue minerals and some pentlandite exsolved from pyrrhotite. Chalcopyrite occurs in these specimens almost exclusively as composite pyrrhotite-chalcopyrite grains derived from the sample crushing process. Magnetite occurs as both isolated and composite grains with pyrrhotite and/or chalcopyrite.

Most grains in all specimens are fractured. Many of these fractures were probably the result of the sample crushing procedure, since cracks are common in the hydrostatic sample FOO2. Otherwise, the grains in POO2 show little evidence for prior deformation, as they lack evidence for twinning and
kinking.
After deformation, pore space is greatly reduced in all specimens. Each deformed specimen shows an increase in the amount of fracturing relative to $P \square O 2$, indicating that cataclasis is an important deformation mechanism. This is especially evident in the most highly deformed specimens, POO4 and POO7. Figure 3.14 illustrates an undeformed and deformed specimen for comparison. Before cataclasis occurs, much of the deformation is probably taken up by rigid-body rotation and particulate flow (Borradaile, 1981) to eliminate as much pore space as possible. These processes would be aided by the general compaction of the specimens. Once grains become pinned between other grains, cataclasis occurs. The process of cataclasis is made possible by the high strain rates of the experiment. After breaking, the grains are then able to flow by cataclastic flow. Rutter (1986) defines cataclastic flow along with a number of other deformation mechanisms and cassifies them as either brittle or plastic processes in an effort to eliminate the term "ductile" which applies to intragranular and cataclastic flow processes. Some cataclasis in these specimens is also the result of the unloading of confining pressure after the completion of deformation (see figure 3.15). All deformed specimens contain pressure release cracks perpendicular to the direction of applied stress.

Evidence for intragranular deformation is present in a number of grains which demonstrate undulatory extinction under cross-polarized light. However, there is no evidence for kinks as


Figure 3.14. (a) POO2 (b) P004. FOO2 is hydrostatically compacted while P004 has been exposed to differential stress. Note the extensive cracking and crushing of grains which has occured in POO4 relative to P002.


Figure 3.15. This photo illustrates a pressure-release crack in PO18 which developed after deformation when differential stress was relaxed. This process contributes to cataclasis and disturbance of fabrics.
described by Clark and Kelly (1976), which are probably the same as the corrugation lamellae described by Ramdohr (1980), or deformation twins. Dependent particulate flow may have occured in these aggregates as well. This is a process in which the movement of particles is dependent upon intragranular deformation.

Many grains show more or less linear fractures similar to those of Graf and Skinner (1970) which are related to the directions of applied stress and are probably crystallographically controlled. Most fractures are irregular in shape, with some being smoothly curved and others can occur in closely spaced arrays sometimes being bent. Some of these features are illustrated in the photo of figure 3.16. The development of preferred dimensional orientations in many specimens was obvious. These preferred orientations were later confirmed in the strain analysis process.

Polishing of some specimens has resulted in some of the relatively unconsolidated material to be plucked from the surface of these sections, producing some large gaps between grains.

The chalcopyrite and magnetite exhibit no apparent plastic deformation features, only cataclastic textures similar to those seen in pyrrhotite.

## 3.7 .2 P009-P028

These specimens were obtained from a second sample of crushed pyrrhotite ore. The composition of this material was


Figure 3.16. Note the concentration of cataclasis at the boundary between three grains near the top right of the photo. Cracks seem to radiate from the point of contact. Note that some fractures in the photo are irregular while others are linear, possibly following crystallographic pianes. (PO18)
vastly different from that of the first set of specimens. POO9 to P028 generaliy contain about $95 \%$ pyrrhotite which contains pentlandite exsolution lameilae and composite chalcopyrite grains in approximately equal amounts.

POO9 and PO10, which were hydrostatically compacted, lack plastic deformation features, but many of the grains are cracked as a result of the specimen preparation process. The deformed specimens exhibit all of the same features as those seen in specimens POO2 to POO8. However, there is a striking feature seen in almost all of the second set of specimens in polished section under cross-polarized light which is absent from the first set. This feature appears to be kinking (corrugation lamellae) and is illustrated in figure 3.17. The lamellae are generally lersoid in shape and are often bent. These features are developed spectacularly in specimen PO19, which is also the most highly deformed specimen. Grain boundaries have become very tight in this specimen (see figure $\mathbf{3} .17$ ), likely making plastic deformation the dominant deformation mechanism relative to cataclasis and particulate flow. The lamellae tend to be oriented preferentially at high angles to the compressive strain axis in this and other specimens. This is because kinking occurs in specimens which are not oriented favourably for slip to occur at high angles to the maximum compressive stress (Clark and Kelly, 1976). P019 also shows evidence for strong cataclasis.

It is unclear why specimens P009 to P028 have undergone a greater degree of plastic deformation than the previous


Figure 3.17. This photo of PO17 taken in cross-polarized light illustrates kinks (corrugation lamellae). Note that the trace of the plane of flattening in this photo is horizontal and nearly parallel to the kink bands.
specimens. Perhaps compositional effects or the initial strain state of the grains had an effect on the features developed.

### 3.7.3. Relationship of textures to CMS data

It is clear that the development of preferred orientations in these specimens had an impact on their ACMS and AMS fabrics. The effects of cataclasis and crystal slip probably had an effect on the bulk ACMS values obtained. For example, the most highly deformed specimen, PO19, had by far the highest bulk susceptibility as shown in figure 3.10, owing to the tighter grain contacts. On the other hand, the hydrostatically deformed specimens P002, P009, P010 have some of the lowest susceptibility values, as they have a large fraction of pore space. Some of the other low values may be attributed to grainsize reduction by cataclasis.

### 3.8. Strain Analysis

The amount of strain taken up by the specimens of pyrrhotite have been calculated from chart recordings for many of the specimens. Strain has also been calculated from data obtained by digitization of grain shapes. Photomicrographs of polished sections were taken perpendicular to the flattening plane of most specimens. Calculation of strain from the charts is straightforward and was discussed earlier.

### 3.8.1. Digitizing process

Pyrrhotite grain outlines were traced on a Zeiss-Kontron digitizing tablet having an active area of $280 \times 260 \mathrm{~mm}$. Ferromagnetic wires within the tablet arranged at regular intervals in the $X$ and $Y$ directions emit electronically induced magnetic pulses of constant frequency at a spatial interval of 68 $\mu m$, which defines the tablet resolution. When the tracing stylus traces a grain outline on the surface of the tablet, the computer determines coordinates from $X$ and $Y$ intercepts. The computer performs a number of arithmetic functions which can be used in strain analysis. The important calculations used for strain analysis in this study include the calculation of major and minor axes of each grain and the angular orientation of these axes. These numbers can be subsequently applied to Rf/ø analysis.

### 3.8.2. Rf/ø analysis

The Rf/ø analysis technique (Ramsay, 1967; Ramsay and Huber, 1983), utilizes the shape and orientation of elliptical markers to obtain values for strain. This is on the assumption that the markers were initially spherical or elliptical. The Rf/ø analysis utilizes the variables $R_{i}, R_{=}, \theta, \varnothing$, and $R_{f}$ in two dimensions. Two analyses in, for example, the $Y Z$ and $X Z$ planes of the finite strain ellipsoid can be used to obtain three-dimensional information. Figure 3.18 illustrates the relationship between the five variables above and their relationships to pre- and postdepositional fabrics. A number of assumptions are inherent in this strain analysis technique. First, the strain markers are assumed to have been initially circular or elliptical in crosssection. Secondly, there should be no significant viscosity contrast between the markers and their matrix. The third assumption is that the markers must undergo passive strain. Another matter of importance is that the principal axes of the strain ellipsoid must be known in order to perform the analysis. There can be problems in defining these axes, as preferred crystallographic orientations and preferred dimensional orientations in rock do not necessarily correspond perfectiy to the flattening plane of the strain ellipsoid (Borradaile, 1987), although in most cases discrepancies are small. These problems can arise in rocks with non-coaxial strain histories as well as in rocks with pre-deformational preferred orientations. Also, the


$$
R i=\frac{\text { long axis }}{\text { short axis }}
$$

$$
R f=\frac{\text { long axis }}{\text { short axis }}
$$

Fiqure 8-2: Parameters used in the Rf/ $\phi$ Technique: where:
$R i=$ initial undeformed particle axial ratio
Rs $=$ finite strain axial ratio
$R f=$ final deformed particle axial ratio
$\theta=$ angle between the Ri major axis and the maximum principle strain direction (X)
$\phi=$ angle between the $R f$ major axis and the maximum principle strain direction (X)

Figure 3.18. This illustration was obtained from Spark (1990).
experiments of Means (1977) showed that flow of grains along microfaults within a material can have an effect on grain orientations.

In the pyrrhotite experiments, we know that there is a coaxial strain history and it is assumed that initial grain orientations were random, with some gravitational settling producing weak preferred orientations in the same orientation as those developed during deformation. Assuming that flow along microfaults was not important (no features in the specimens suggested this type of activity on a large scale), most preferred orientation in these specimens was probably the result of rigidbody rotation. This is what occurs in the March Model described by Tullis, 1976 and Tullis and Wood, 1975), however, its condition of mon-impingement of rotating grains is violated. Preferred orientation is also probably facilitated by plastic deformation and cataclasis. Taking all of the above factors into account, it was assumed that the $X Y$ plane of the strain ellipsoid was normal to the vertical axis of compression in the triaxial rig. The data for phi mean in the table of figure 3.19 appear to confirm this, as most fall close to $90^{\circ}$.

The three assumptions for $R f / \varnothing$ analysis must be addressed for these specimens. The first is not met, as the grains are of irregular shape. However, the Zeiss digitizer converts the grains to equivalent ellipses for strain analysis. The second condition is met, as pyrrhotite is both the markers and the matrix. The third condition is partially met, as part of the deformation is

| Specimen | Phi mean | Angular deviation | Skewness | \#Grains |
| :---: | :---: | :---: | :---: | :---: |
| P002 | 77.88 | 46.46 | . 2714 | 58 |
| P003 | 87.07 | 45.55 | -. 0949 | 64 |
| P004 | 88.66 | 25.02 | -. 0472 | 60 |
| P005 | 86.05 | 39.35 | -. 0429 | 105 |
| P006 | 86.27 | 37.22 | -. 1301 | 102 |
| P007 | 89.46 | 34.18 | . 0968 | 85 |
| FOOE | 98.42 | 38.00 | -. 2893 | 81 |
| P009 | 96.03 | 45.88 | -. 4294 | 134 |
| P010 | 89.16 | 40.56 | . 3219 | 125 |
| P011 | 91.78 | 29.69 | . 7302 | 81 |
| PO12 | 96.73 | 28.87 | -. 5188 | 91 |
| P013 |  | ND DATA - FAULTED |  |  |
| PO14 | 89.86 | 31.62 | -. 0307 | 106 |
| P015 | 88.16 | 35.45 | . 2707 | 103 |
| P016 | 89.31 | 29.34 | -. 3464 | 113 |
| P017 |  | No data - FAllted |  |  |
| PO18 | 92.41 | 28.53 | . 0785 | 73 |
| P019 | 88.52 | 19.14 | -. 9215 | 78 |
| P020 | 98.18 | 25.9 | -. 1738 | 116 |
| P021 |  | no data - faulted |  |  |
| P022 | 8.3 .88 | 34.84 | . 0823 | 102 |
| P023 | 94.44 | 33.09 | -. 0032 | 111 |
| PO24 | 86.75 | 42.22 | . 2912 | 117 |
| P025 | 90.41 | 38.22 | . 0583 | 123 |
| P025 | 88.74 | 35.91 | . 2222 | 73 |
| P027 | 94.71 | 39.18 | . 1336 | 134 |
| P028 | 89.61 | 33.84 | $\cdots .0215$ | 121 |

Fiqure 3.19. This data for the orientation of the flattening plane in each pyrrhotite specimen was obtained from $R_{f} / \varnothing$ data and indicates that the flattening plane in all specimens is approximately at right angles to the direction of compression ( $0^{\circ}$ ).
taken up by plastic deformation in combination with particulate flow, rigid-body rotation, and cataclasis. Of course, it is almost impossible to meet all of these conditions in any geological material, however, the technique can give a reasonable estimate of strain and strain fabrics.

Knowing whether preferred orientations were present (ie, was $\theta$ random or not?) prior to strain is critical to the interpretation of Rf/ $\varnothing$ data. For example, sedimentary bedding fabrics often have preferred orientations as do earlier strain events (Borradaile, 1987). However, careful analysis of data, such as Rf versus $\varnothing$ plots can make these identifiable.

The following equations from Ramsay (1967) form the basis for the Rf/ $\varnothing$ method:

$$
\begin{aligned}
& \tan 2 \emptyset=2 \sqrt{ } R_{1}\left(R_{i}-1\right) \sin 2 \theta \\
& \tan 20=\overline{\left(R_{i}+1\right)\left(R_{m}-1\right)+\left(R_{i}-1\right)\left(R_{m}+1\right) \cos 2 \theta} \\
& R_{+}=\frac{\tan ^{2} \varnothing\left(1+R_{1} \tan ^{2} \theta\right)-R_{m}\left(\tan ^{2} \theta+R_{1}\right)}{R_{\operatorname{con}} \tan ^{2} \theta\left(\tan ^{-1} \theta+R_{1}\right)-\left(1+R_{1} \tan ^{2} \theta\right)}
\end{aligned}
$$

where $R=X / Y$. These equations are not solveable, as there are too many unknowns. Thus statistical/graphical methods are used to aid in their solution for a large number of particles. Tectonic strain can also be separated from initial shapes and orientations of markers (Ramsay, 1967; Dunnet, 1969; Lisle, 1977b; Ramsay and Huber, 1983). Initial bedding fabrics, etc. will not be considered for the pyrrhotite specimens, as they were not a major
factor in fabric analysis of these specimens.
In distribution diagrams $\left(R_{f}\right.$ versus $\varnothing$ ), in which initially random fabrics were present, there are two types of distribution which can occur. The first situation develops when maximum $R_{1}$ is greater than strain ( $R_{m}$ ). In this case, the data shows a fluctuation of $180^{\circ}$ in the $\varnothing$ values. The data has its highest concentration in the area of the maximim $R_{f}$ value. The $\varnothing$ value of the concentration of points defines the orientation of the long axis of the strain ellipse. Distribution of the data points about the maximum should be symmetric, or there was not an initial random fabric. The maximum and minimum values of the $R_{f} / \varnothing$ envelope can be used to calculate the strain in the following way (Ramsay and Huber, 1983):

$$
\begin{aligned}
& R_{+m a x}=R_{\mathbf{m}} R_{1} m i n \\
& R_{f} m i n=R_{1} \max / R_{s}
\end{aligned}
$$

Cross-multiplying or cross-dividing obtains:

$$
\begin{aligned}
& \left(R_{f} \max R_{+} \min \right)^{1 / 2}=R_{i} \max \\
& \left(R_{f} \max / R_{f} \min \right)^{1 / 2}=R_{m}
\end{aligned}
$$

Standard best-fit reference curves can also be used to determine the strains.

A second case develops when the maximum $R_{1}$ is less than the strain $R_{e}$. This is what occurs when the fluctuation of data is less than $90^{\circ}$. The distribution has a form somewhat like that in figure 3.20. Once again the orientation of maximum frequency corresponds to the long axis of the strain ellipse. The strain can be calculated using the following formulae (Ramsay and Huber, 1983):

$$
\begin{aligned}
& R_{f} \max =R_{\mathbf{1}} R_{1} \max \\
& R_{f} \min =R_{\mathbf{m}} / R_{1} \max
\end{aligned}
$$

Cross-multiplying or cross-dividing obtains:

$$
\begin{aligned}
& \left(R_{f} m a x R_{+m i n}\right)^{1 / 2}=R_{m} \\
& \left(R_{\text {fmax }} / R_{\text {finin }}\right)^{1 / 2}=R_{1} \text { max }
\end{aligned}
$$

Best-fit curves can also be used to analyse this data.
$R_{f}$ versus $\varnothing$ graphs for pyrrhotite are presented in appendix C. Data pertaining to the $\varnothing$ mean and statistics are presented in figure 3.19. The $\varnothing$ mean values show that the long axis of the strain ellipsoid lies approximately in the flattening plane of all samples, as it falls between $83^{\circ}$ and $99^{\circ}$ for all samples except the hydrostatic sample POOZ. Most data is not significantly skewed, meaning that initial fabrics were random.


Figure 5.5. Principal features of $R^{\prime} / \phi^{\prime}$ plots used for computing the $\operatorname{strain} R_{s .} \operatorname{In} \mathrm{A}$, where $R_{i}>R_{s}$ the data envelope is symmetric about the orientation of the long axis of the strain ellipse (orn.) and shows maximum and minimum $R_{f}$ values. In B , where $R_{s}>R_{i}$, the data envelope is closed and the data points show a limited range of orientations defining the fluctuation $F$.

Figure 3.20. The two Rf versus $\varnothing$ plots above (Ramsay and Huber, 198ड) illustrate the typical distribution of points when Ri > Rs and Ri < Rs respectively. The first case is typical of the distribution of Rf versus $\varnothing$ for the digitized pyrrhotite aggregates.

The highest skewness values generally are found in specimens in which the fewest grains were digitized. In each specimen, at least 50 grains were digitized. The number of grains digitized depended on the quality of the specimens and availability of digitizable grains. Even the hydrostatically compacted specimens develop a weak preferred orientation parallel to the plane of settling of the grains in the sample's preparation, as discussed earlier. These initial preferred orientations have no effect on $R_{f} / \varnothing$ distributions, as they are parallel to the strain fabrics. They also may be considered the earliest part of the strain, since settling probably occured in all specimens before deformation commenced.

Almost all of the $R_{f} / \varnothing$ graphs show a fluctuation on the order of $180^{\circ}$. This makes sense, as strains were generally low, and less than the maximum $R_{1}$. Only sample $P 019$, the most highly strained, shows a pattern with a fluctuation of data significantly less than $180^{\circ}$.

Curve fitting was not employed as ideal contours are difficult to obtain, and the number of data points is probably not sufficient in most cases to obtain a good fit. Thus, the linearization method, Robin's analysis, and harmonic means have been used to obtain strain estimates.

### 3.8.3. Linearization method

specimens in which initially random grain orientations were present. Yu and Zheng (1984) noticed that the rearrangement of the relationship:

$$
\cos \phi=\frac{\cosh 2 \epsilon_{f} \cosh 2 \epsilon_{m}-\cosh 2 \epsilon_{1}}{\sinh 2 \epsilon_{\mp} \sinh 2 \epsilon_{m}}
$$

where $\epsilon_{f}=\ln R_{f}, \epsilon_{s}=\ln R_{s}$, and $\epsilon_{1}=R_{1}$, which Dunnet (1969) derived from the original Ramsay equations listed earlier, obtains:

$$
\cosh 2 \epsilon_{\mp}=\tan 2 \epsilon_{w \sinh } 2 \epsilon_{+} \cos 2 \emptyset+\frac{\cosh 2 \epsilon_{1}}{\cosh 2 \epsilon_{m}}
$$

when divided by the hyperbolic cosine of $2 \epsilon_{\text {w. }}$. This is of the form $y=m x+b$ where $\cosh 2 \epsilon_{f}=y$ and $\sinh 2 \epsilon_{F} \cos 20=x$. This is the equation of a line. A fitted regression line to $\mathrm{R}_{+} / \varnothing$ data treated in this manner produces approximations for $R_{=}$and $R_{1}$. Tectonic strain can be estimated from the slope by halving it and taking the inverse function arctanh. Atheoretical initial shape axial ratio $R_{1}$ can be derived from the $y$-intercept ( $\cosh 2 \epsilon_{1} / \cosh 2 \epsilon_{-3}$ ) of the line.

Linearization estimates were obtained by computer analysis of the digitized data, and results are presented in figure 3.21.


Figure 3.21. These are the various strain values calculated from' Rf/ø data and chart recordings for each pyrrhotite specimen.

### 3.8.4. Harmonic means

Means of calculated $R_{f}$ values of strain markers can be used as an estimate of $R_{\text {. }}$. Lisle (1977a) used computer modelling to demonstrate how various means depart from true $R_{\text {m }}$ values (figure 3.22). Harmonic means provide the best estimates when compared with the arithmetic and geometric means. Harmonic means are calculated from the following relationship:

$$
H=\frac{n}{1 / R_{f 1}+1 / R_{f 2}+\ldots 1 / R_{f n}}
$$

Means are the simplest method of strain measurement, however, their accuracy is limited, especially for $\mathrm{R}_{\mathrm{e}}$ values less than 2, where errors are greater than $10 \%$ of the true strain (Lisle, 1977a). Harmonic mean strain values in these pyrrhotite experiments were obtained during the digitizing process and are shown in figure 3.21. Strains in these specimens were low, with only one harmonic mean greater than 2, thus these values are interpreted to greatly overestimate strains in most cases.

### 3.8.5. Robin's analysis

Robin (1977) developed a mathematical treatment for $R_{f} / \varnothing$ data in which grain shapes need not be ellipsoids. This is wellsuited to this study, as the sulphide grains were rarely


Figure 3.22. This diagram from Lisle (1977a) illustrates the deviation of various means from true strain as a function of Rs. Harmonic means give the best estimates, but are only useful when Rs is greater than 2.0.
ellipsoidal. Two lines parallel to the strain ellipse in a section being analysed are traced through the center of each grain. A logarithmic average process is used to calculate R.. Robin strain estimates were calculated by computer analysis from the $R_{f} / \emptyset$ data to obtain the strain estimates shown in figure 3.21 .

### 3.8.6. Comparison of strain analyses

The three strain analysis numbers along with the chart recorded strains, where available, are compared graphically in figure 3.23 for the specimen set POO9 to PO28. Notice that in most cases, the strain estimates from Robin's analysis are consistently among the lowest, and harmonic means are the highest. The linearization method, for the most part, gives intermediate values. There are a few exceptions to the rule, but note that there is a general pattern for all strain estimates to give similar relative strain estimates for most samples. Chart values appear to have a close relationship to values from Robin's analysis. Only PO15, 22, and 23 show significant variation between the two. Only chart data is available for the faulted specimens PO13 and PO21. They were not digitized, as their fabrics were too disrupted to obtain meaningful strain estimates. PO17 was not measured for strain or ACMS as it was destroyed when its protective jacket ruptured upon faulting. Assuming that the chart recordings are accurate, and that Robin's analysis is the


Figure 3.23. This diagram illustrates the relative magnitude of Rs as calculated from four different methods for the specimens P009 to P028. $1=$ chart-recorded data, 2 $=$ linearization method, $3=$ Robin's analysis, and 4 $=$ harmonic means. Note: No chart-recorded data is available for P009 to P012. P013 and P021 were faulted and not suitable for digitization. POI7 faulted, rupturing its teflon jacket and making it unsuitable for strain or ACMS analysis.
best suited method for these specimens, (due to their odd shapes) these are probably the most reliable strain estimates. Harmonic means definitely overestimate strain, and limearization probably provides slight overestimates as well.

### 3.9. Comparison of ACMS Fabrics to Strain

### 3.7.1. P009-P028

This sample set will be discussed first, as it contains a greater amount of data, and patterns are much more apparent. ACMS anisotropy data was plotted against the strain estimates obtained from the linearization method, Robin's analysis, and the chart recordings in order to determine if a relationship exists between strain and ACMS. The data is illustrated in figures 3.24 to 3.26. $P^{\prime}(A C M S)$ plotted against 1 inearization $R_{m}$ shows that there may be a general increase in anisotropy with strain with the exception of specimens Pロ19 and P02日. $P^{\prime}$ versus Robin $R_{m}$ shows a much better correlation, with the exception of the outlier P019. This is clearly not a linear relationship. Linear regression obtained an unacceptable value for $R$ squared of 0.33356 . An exponential curve with the equation $y=x^{6.34420} * 0.66287$ was fitted in figure 3.25b. In figure $3.25 c$, where $\ln R_{e}$ is plotted against $\ln$ $P^{\prime}$, the relationship is simplified to the linear form of $y=$ $6.34 x-0.41$. The fit is not perfect, and the relationship is probably more complex than this, but at least it appears to approximate a power law relationship. Note also that errors in the determination of $P^{\prime}$ and $R_{a}$ may make this exponential correlation better or worse than it really is. Finally, the $P^{\prime}$ versus chart $R_{e}$ diagram of figure 3.26 shows a somewhat more scattered distribution of data than the diagram of figure 3.25.


Figure 3.24. Rs (linearization) versus $P^{\prime}$ (ACMS) shows a possible weak positive correlation.


Figure 3.25. Rs (Robin) versus P' (ACMS) shows an interesting possible exponential relationship with the exception of the most highly deformed PO19. (a) This diagram iliustrates all data from the second set of specimens. (b) Note the possible exponential relationship. (c) Plotting in Rs versus in P' produces a possible linear correlation with the equation: in $P^{\prime}=6.34(\ln \mathrm{Rs})-0.41$.


Figure 3.25. Rs (Robin) versus $P^{\prime}$ (ACMS) shows an interesting possible exponential relationship with the exception of the most highly deformed P019. (a) This diagram illustrates all data from the second set of specimens. (b) Note the possible exponential relationship. (c) Plotting in Rs versus in P, produces a possible linear correlation with the equation: $\ln \mathrm{P}^{\prime}=6.34(\mathrm{ln} \mathrm{Rs})-0.41$.


Figure 3.25. Rs (Robin) versus P' (ACMS) shows an interesting possible exponential relationship with the exception of the most highly deformed PO19. (a) This diagram illustrates all data from the second set of specimens. (b) Note the possible exponential relationship. (c) Plotting in Rs versus in $P^{\prime}$ produces a possible linear correlation with the equation: $\ln P^{\prime}=6.34(1 n R s)-0.41$.


Figure 3.26. (a) This graph illustrates the distribution of chart strain versus $P^{\prime}$ (ACMS) for the second pyrrhotite specimen set, POO, to POZ8. Chart data was not available for POO2 to PO12. Note that there may be an initial trend toward higher $F$ ' with strain followed by a decrease in $P^{\prime}$ at higher strains. (b) This plot shows that there is not a good exponential relationship between chart Rs and P' (ACMS) for the same data which show the possible exponential relationship between Rs (Robin) and P' (ACMS).


Figure 3.26. (a) This graph illustrates the distribution of chart strain versus P' (ACMS) for the second pyrrhotite specimen set, FOO , to PO28. Chart data was not available for POO2 to PO12. Note that there may be an initial trend toward higher $P$ ' with strain followed by a decrease in $P^{\prime}$ at higher strains. (b) This plot shows that there is not a good exponential relationsinip between chart Rs and $\mathrm{P}^{\prime}$ (ACMS) for the same data which show the possible exponential relationship between Rs (Robin) and $P^{\prime}$ (ACMS).

The specimens P013 and PO21 were faulted and are considered outliers due to the disturbance of ACMS fabrics. In general, there appears to be a strong positive correlation except in the case of PO15, 19, and 22. Most of the data in this diagram is similar in distribution to that of figure 3.25, except for PO15 and PD22. Note that $\mathrm{POO9}$ to PO 12 have no chart recorded strains, although P009 and P010 can be said to have undergone "no strain". An exponential curve was fitted to this data as shown in figure 3.26b, but the relationship is poor. This may be attributed to the factors noted above. This finding thus raises the question: Which, if either of the relationships of figures 3.25 and 3.26 is closer to the true relationship between $P^{\prime}$ and $R_{=}$?

Interestingly, the answer may lie in the outlier specimen P019. This specimen underwent a large strain, much greater than any of the other specimens, yet it developed a much smaller ACMS than many lesser strained specimens. Apparently the high strains have resulted in tighter grain contacts. This can be seen in figure 3.14. Better grain contacts would make the specimen behave more as a single grain, recucing anisotropy as discussed earlier. This observation may therefore mean that there was an initial tendency toward greater ACMS as strain increased, likely influenced by reorientation of grains and cataclasis, however, after strain reached some critical value, grain contacts became tighter as strain progressed, reducing ACMS as strain increased. This may explain the pattern observed in figure $3.26 a$, as the three most highly strained specimens after PO19, namely P020, 15,
and 22 show a possible trend toward decreased ACMS with strain. Such a trend is not as evident in figures 3.24 and $3.25 a$, but PO18 and PO2O in each may be part of such a trend in each. Thus, all of the strain analysis techniques may be showing a tendency toward decreased anisotropy as strains reach a critical value. In any case, it is clear that there is not a simple relationship. Unfortunately, the experimental conditions of the deformation of PO19 could not be duplicated in further experiments to determine with more certainty if the above proposed explanation is true. Most specimens (ie. PO13, 17, and 21) faulted, or were determined to be in danger of faulting from chart observation before such strains could be achieved.

### 3.9.2. P002-P008

The strain versus ACMS data for these specimens are presented in figure 3.27. The $P^{\prime}$ versus linearization $R_{m}$ plot shows a great amount of scatter and no apparent relationship. However, $P$ ' versus Robin $R_{\text {e }}$ is remarkably similar to the equivalent diagram for $\mathrm{POO9}$ to PO 28 in figure 3.25 . There is also an outlier specimen (POO4) which underwent the largest amount of strain but exhibits a low ACMS. Unfortunately, there was insufficient chart data tol plot $P$ ' against chart $R_{s}$. The data of figure 3.27 appear to confirm the belief that the Robin analysis method provides a better approximation of strain than the linearization method. It also appears to follow the same sort of


Figure 3.27. These are the plots of strain versus $P^{\prime}$ (ACMS) for specimens POO2 to POOB. The data distribution appears to be quite similar to that observed for P009 to P028, especially for the Robin strain data. Note that the most highly strained specimen (POO4) is an outlier, just as PO19 in the other set of specimens.
pattern of fabric development as interpreted for POO9 to PO28.

### 3.9.3. $K_{\text {max }}^{\prime \prime}$ versus strain

The diagrams of figure 3.28 illustrate that in both sample sets there is a relationship between the magnitude of the maximum susceptibility axis and the magnitude of strain, especially when chart-recorded strains are used. This is the type of relationship observed by Borradaile and Hawton (1990) between conductivity and strain in talc aggregates deformed by triaxial deformation. The only difference is that in the pyrrhotite, the relationship appears to be closer to linear than logarithmic. This type of pattern is evidence that $K_{\text {max }}^{\prime \prime \prime}$ is influenced by the development of better preferred orientations of grains as deformation proceeds. Bulk susceptibility shows a similar relationship to strain, as shown earlier in figure 3.7. This may be because the other principal susceptibilities are affected by the tightening of grain boundaries in the compression direction as well as grain orientation, making them increase with strain as well. If susceptibility was solely a function of preferred orientation, all specimens would have approximately the same bulk susceptibility regardless of their strain state.


Figure 3.28. These diagrams show the relationship between conductive $K^{\prime \prime}$ mma and $R s$ for all specimens. (a) Note the general increase of $K^{\prime \prime}$ max with strain for POO2 to POOB. (b) There is an approximately limear correlation between $K^{\prime \prime \prime}$ max and strain from chart recordings for POO9 to PO28 of: K"max $=15.09 R$ 15.67. (c) This distribution, using Rs (Robin) values is quite similar to that in ( $b$ ) except for PO11 and P022.


Figure 3.28. These diagrams show the relationsinip between concuctive $K^{\prime \prime \prime}$ max and $R s$ for all specimens. (a) Note the general increase of $K^{\prime \prime}$ max with strain for POO2 to. POOB. (b) There is an approximately linear correlation between $K^{\prime \prime}$ max and strain from chart recordings for POO9 to PO28 of: $K^{\prime \prime}$ max $=15.09 R s-$ 15.67. (c) This distribution, using Rs (Robin) values is quite similar to that in (b) except for PO11 and PO22.

### 3.10. Comparison of AMS Fabrics to Strain

Similar plots of $P^{\prime}$ (AMS) versus the linearization, Robin and chart strains were plotted to determine if a relationship exists. Once again, the sample set P009 to P028 will be discussed first.

### 3.10.1. $\mathrm{POOO}-\mathrm{PO} 28$

The $P^{\prime}(A M S)$ versus $R=$ data are illustrated in figure 3.29. Both Robin and chart strain values show fairly good linear relationships to $P^{\prime}$. The equations for the lines are illustrated in figure 3.29. Note that the lines are of differing slope, but this can be attributed to differences in $R_{s}$ values determined using two different techniques. Thus there is a nearly linear correlation between strain and AMS at least for the limited strains possible in these experiments. Thus it can not be said whether or not this might continue to higher values of $R_{\text {s }}$. Note that there is not quite as good a correlation between P' (AMS) and linearization strain. This is further evidence to suggest that linearization data is not as good as that from the two other strain analysis techniques. It appears that the chart recorded strains provide the most consistent results if the graphical relationships to date are examined.


Figure 3.29. There appears to be a linear correlation between strain and $P^{\prime}$ (ANS) for the pyrrhotite aggregates $\mathrm{POO9}$ to P028, especially in graphs (b), where $P^{\prime}=0.77 \mathrm{Rs}+0.07$ and (c), where $P^{\prime}=0.33 \mathrm{Rs}+$ 0.67 . The differing slopes may be a function of the over- or under-estimation of strain by the two methods. Note that chart-recordings and Rf/ $\varnothing$ data were not available for all specimens and may account for some discrepancy. In any case, there appears to be a strong correlation between strain and AMS for these specimens. This once again illustrates the usefulness of AMS as a strain analysis tool.


Figure 3.29. There appears to be a linear correlation between strain and $P^{\prime}$ (AMS) for the pyrrhotite aggregates P009 to PO28, especially in graphs (b), where $P^{\prime}=0.77 R s+0.07$ and (c), where $P^{\prime}=0.33 \mathrm{Rs}+$ 0.67 . The differing slopes may be a function of the over- or under-estimation of strain by the two methods. Note that chart-recordings and Rf/ $\varnothing$ data were not available for all specimens and may account for some discrepancy. In any case, there appears to be a strong correlation between strain and AMS for these specimens. This once again illustrates the usefulness of AMS as a strain analysis-tool.

### 3.10.2. POO2-POO8

[^0]

Figure 3.30. No obvious patterns are evident in these plots of strain versus P' (AMS) for POO2 to FCO日.

### 3.11. Relationship Between P' (AMS) and P' (ACMS)

The relationships between the two anisotropies for both data sets are illustrated in figure 3.31. In each case there is a slight apparent tendency toward mutual increase. This is attributable to the fact that the two anisotropies are both related to strain to some extent.

Figure 3.32 illustrates dramatically that $P^{\prime}$ (ACMS) is much higher than $P^{\prime}$ (AMS) in most specimens. This may be an important finding, as one of the major disadvantages of magnetic susceptibility analysis is that anisotropies are generally quite low (Borradaile, 1988).


Figure 3.31. These P' (AMS) versus P' (ACMS) plots bear some resemblance to strain versus P' (ACMS) plots, owing to the strong correlation between strain and $\mathrm{F}^{\prime}$ (AMS) in POO to $\mathrm{PO28}$.


Figure 3.32. The $X$ and $Y$ axes of this diagram are of equal scaie to illustrate the relative magnitudes of ACMS and AMS anisotropies in POO9 to PO29. Obviously, $P^{\prime}$ (ACMS) developed much more strongly.

### 3.12. Discussion of Results

The experiments performed on loose pyrrhotite aggregates showed without a doubt that there was a relationship between the principal directions of the strain ellipsoid and the corresponding axes of the strain ellipsoid. Thus it was possible to determine if there was a correlation between the magnitude of anisotropy and calculated strain. There appears to be a correlation, however, it is complicated. A power law relationship may exist up to some critical strain, after which a peak ACMS is attained and a subsequent drop in anisotropy occurs as grain contacts become better. This relationship indicates that the prospects for quantitative correlation between ACMS and strain are not good, especially at high strain. At extremely high strains, when grain boundaries are not a major factor (Shuey, 1975), it would be expected that any anisotropy of resistivity would be crystallographic. At this point, there may be a totally different relationship between strain and ACMS in massive specimens. This would probably not be so much of a factor in disseminated sulphides, as continuity between sulphide grains is broken and grain shapes should continue to play a role. The following chapter involves experimental deformation of a partially disseminated sulphide.

## 4. PYRRHOTITE PLUS TALC EXPERIMENTS

### 4.1. Materials and Method

These experiments were similar to those described in the previous chapter, except that the materials used were pyrrhotite from the same source used for specimens P009 to FOZ8 and talc in the grainsize 74 to $150 \mu \mathrm{~m}$. The proportions by volume were approximately $70 \%$ pyrrhotite and $30 \%$ talc in the unconsolidated state. Thus this also includes pore space between grains of each mineral and the values are not necessarily precise. They also changed as the result of compaction in the triaxial rig. The proportions noted above were used because smaller amounts of pyrrhotite did not provide measurable results (see figure 4.1). Dnce again, ACMS and AMS measurements were performed on these specimens to test their relationship to strain.



Figure 4.1. (a) This is concuctive ACMS data for the specimen TPO4 which contained 50 volume \% of pyrrhotite and talc. Note that the axes of susceptibility are poorly defined and that standard deviations for $K^{\prime \prime}$ values are high, as conductivities are very low. The specimen was shortened by $12 \%$ (b) When 70 volume \% pyrrhotite plus 30 volume $\%$ talc were deformed, as in TPO9, concuctive $K^{\prime \prime \prime}$ max (the same as resistive $K^{\prime \prime \prime}{ }_{m+n}$ used earlier) is well defined and much more conductive. Despite the poor definition of $K^{\prime \prime \prime} \boldsymbol{1 m t}^{\text {and }} K^{\prime \prime} \mathrm{m}_{\mathrm{m}} \mathrm{m}$, they define the plane of flattening, where conductivity is lowest.


Figure 4.1. (a) This is conductive ACMS data for the specimen TPO4 which contained 50 volume \% of pyrrhotite and talc. Note that the axes of susceptibility are poorly defined and that standard deviations for $K^{\prime \prime}$ values are high, as conductivities are very low. The specimen was shortened by $12 \%$ (b) When 70 volume \% pyrrhotite plus 30 volume \% talc were deformed, as in TPO9, concuctive $K^{\prime \prime}$ max (the same as resistive $K^{\prime \prime}{ }_{m+m}$ used earlier) is well defined and much more conductive. Despite the poor definition of $K^{\prime \prime}{ }^{\prime} \mathrm{mm}_{\mathrm{m}}$ and $\mathrm{K}^{\prime \prime} \mathrm{min}$, they define the plane of flattening, where conductivity is lowest.

### 4.2. Electrical Properties of Talc


#### Abstract

The electrical properties of experimentally deformed talc aggregates were studied by Borradaile and Hawton (1990). They used the same talc used in this experiment. Results of conductivity measurements on talc at $88 \%$ relative humidity are summarized in figure 4.2. Note that for all strains at $10^{5} \mathrm{~Hz}$, which is the approximate frequency of ACMS measurements, conductivity is less than $100 \times 10^{-6} \mathrm{~S} / \mathrm{m}$, which corresponds to $10^{4} \Omega-m$. This is several orders of magnitude higher than the resistivity of pyrrhotite, and well out of the sensitivity limits of the ACMS coil. Figure 4.1 illustrates the effect which talc has on measurements when greater than $30 \%$ of the volume of a specimen consists of talc. Thus the ACMS signals in the following specimens are dominantly controlled by the pyrrhotite.




Fig. 4. Conductivity ( $\sigma$ ) of specimens parallel to the direction of loading of the talc aggregates, as a function of the frequency, $f$. Measured at $88 \%$ relative humidity.


Fig. 6. Logarithmic plot (base 10) of conductivity ( $\sigma$ ) vs. strain ratio ( $X / Z$ ). The approximately linear relationship for the six most weakly strained specimens should be noted.

Figure 4.2. (a) Note that conductivity in talc aggregates measured parallel to the direction of compression of triaxial deformation increases as a function of strain and frequency. Note that these conductivities are not detectable in the ACMS coil, as they are too low. (b) Notice the linear logarithmic relationship between strain and concuuctivity below $24 \%$ strain. This appears to have some similarity to the possible logarithmic relationship between strain and ACMS in pyrrhotite aggregates discussed in chapter 3 . Both diagrams are from Borradaile and Hawton (1990).

### 4.3. Deformation Textures


#### Abstract

Polished sections were, prepared from the seven specimens TPO6 to TP12, for which ACMS and AMS were measured to study the textures developed in pyrrhotite. Talc was not examined as it does not influence the ACMS fabrics. The pyrrhotite plus talc specimens appear to have deformed somewhat differently than the pyrrhotite specimens discussed in the previous chapter. The differences are due to the presence of the fine-grained talc matrix. Cataclasis is much less prevalent and occurs only where pyrrhotite grains impinge, occurs as seen in figure 4.3. Same undulatory extinction was evident in pyrrhotite, but kinking was not present, even though this was the same pyrrhotite used for experiments P009 to P028. This is because much of the deformation was taken up by the softer, finer-grained talc. This is evident when one compares the relative volume of matrix in the hydrostatically compacted specimen TPO7 and the most highly deformed specimen TP10 illustrated in the photomicrographs of figure 4.4. The specimen TPO7 contains an estimated 25 to 30 volume percent talc, while TP10 appears to contain only 10 to $15 \%$ talc. Very strong preferred orientations of pyrrhotite grains were developed in these specimens, and can be seen easily in figures 4.3 and 4.4.

The textures observed in these specimens indicate that the deformation mechanisms operative in pyrrhotite were rigid-body rotation combined with some minor plastic and cataclastic




Figure 4.3. These photos of (a) TPO6 and (b) TP O8 illustrate that cataclasis is only prevalent in locations where pyrrhotite grains impinge on one another. This is evident in the concentration of fracturing at the junction of the three large grains at the center of photo (a). Cataclasis is extremely well developed in the grain at the center of photo (b).


Figure 4.4. The volume taken up by talc is much greater in the hydrostatically deformed TPO7 of photo (a) than in TP10, which was the most highly deformed specimen, illustrated in photo (b). Note the strong preferred dimensional orientations of grains.
deformation. The fine-grained talc matrix probably helps in the development of preferred dimensional orientations, as it reduces impingement between pyrrhotite grains and promotes rigid-body rotation. The mode of rotation may approximate the March Model, which will be discussed later.

### 4.4. ACMS Fabrics and Their Relationship to Strain and AMS

The bulk, conductive, complex-susceptibility values in these experiments illustrated in figure 4.5 are much lower than those for pyrrhotite in the previous chapter. This is due to the lesser degree of contact between adjacent conducting grains, reducing conductive surface area. Once again, dominantly oblate ACMS fabrics were developed, with resistive $K^{\prime \prime \prime}{ }_{m i n}$ occuring in the axis of shortening as seen in figure 4.6.

As in the pyrrhotite experiments of chapter 3, conductive K"buik and $K^{\prime \prime}$ max were plotted against strain in figure 4.7 to determine if there is a correlation. Only chart-recorded strains were used for this data, as they were shown to be quite reliable in the experiments of the previous chapter. The correlations are not as good as those obtained in P009 to P028, but there seems to be a slight trend toward an increase in $K^{\prime \prime}$ with greater deformation. The reason for the relatively poor relationship may be explained when one considers that slightly differing relative proportions of talc and pyrrhotite may be present in each specimen. This is possible since the material was mixed at once for all the samples, but it may not have been distributed homogeneously among the specimens. Alsa, some specimens contain regions of small-scale heterogeneous distribution throughout their volume which may affect their bulk conductivity fabrics. These factors underline the possible complexities of dealing with specimens of disseminated sulphide. It must also be noted that

| $\text { k'" }^{\prime \prime} \text { vals }$ | TFO6 | TFO7 | TFO日 | TFOF | TF10 | TFI 1 | TF12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0． 52387 | 1．1056 | 0.65137 | 0.93627 | 0.77196 |  |  |
| こ | O． 5135 | 1.1967 | 0.64265 | 0.95187 |  | 0.80627 | 0.576 |
| 3 | 0.4978 | 1．1632 | 0.67794 | 0.78 .75 | 0．71972 | 7 | 0.5428 |
| 4 | 0.49097 | 1．1739 | 0.68962 | 0.91031 | 0.76262 | 0．97931 | 0.57158 |
| 5 | 0.58019 | 1．1763 | 0.713 .1 | 0.92089 | 0.74 .897 | 0.279 .31 0.351 | 0.56081 |
| 6 | 0．48993 |  | 0.71241 | 0.92589 | 0.71507 | 0． 8.7068 | 511 |
| 7 | 0.54867 |  | 0.68185 | 0.85931 | 0.72132 | 0． 3.845 | 1 |
| E | 0.43945 |  | 0.67305 | 0.90071 |  | 0．3715 | 0.5 .85 0.5641 |
| 9 | $0.54 \leq 0$ |  | 0.6759 .3 | 0.71768 | 0.78971 | 0． 0.3515 | 0.52641 0.54005 |
| 10 | 0.5855 |  | 0.68844 | 0.98446 | 0.71916 | 0.31027 | 0．54005 |
| ド＂avg． | 0.515754 | 1．16314 | 0．675657 | 0.727307 | 0．747222 | 0． 5.54678 |  |
| std．dev． 0 | 0.022157 | 0.030744 | 0.025956 | $0.0 \pm 5797$ | 0．02569 | 0．3．54078 | $\begin{array}{r} 0.547655 \\ 0.01421 \end{array}$ |
| ドmax vals | TFO6 | TFO 97 | TFOE | TFO9 | TF10 | TF＇11 | TF12 |
| 1 | 1.0775 | 1.2622 | 1．2478 | 2.4939 |  |  |  |
| 2 | 1.0607 | 1.2665 | 1． 2448 | 2.4939 2.4645 | 2.154 | 0.71731 0.7474 | 1.1714 |
| 3 | 1．0578 | 1．2281 | 1．2378 | 2.4645 2.4768 | 2.0784 | $0.747 .34$ $0.81268$ | 1． 2171 |
| 4 | 1.015 | 1．2221 | 1．228 | 2.5092 | 2．0159 | 0.81268 | 1． 1581 |
| 5 | 1.08 .1 | 1.2473 | 1．2182 | 2.4701 | 2．1117 | 0.75836 | 1.1137 |
| 6 | 1.1008 |  | 1．2551 | 2.3596 | 2．0481 | 0.77721 0.70994 | 1．1616 |
| 7 | 1．125． |  | 1．1556 | 2．498玉 |  | 0.70994 0.7695 | 1．0442 |
| 8 | 1.1022 |  | 1．1685 | 2.474 | 2.087 2.0725 | 0.7625 | 1.1072 |
| 9 | 1.1058 |  | 1．1951 | 2.4445 | 2．015 | 0.760 .5 | 1.1076 |
| 10 | 1.1497 |  | 1．2059 | 2.4952 | 2.0678 | 0．71－12 | $\begin{aligned} & 1.01 .1 \\ & 1.0589 \end{aligned}$ |
| ドmax（avg） | 1.00781 | 1．24524 | 1．21386 | 2.46761 |  |  |  |
| std．dev．o | 0.086091 | 0.017738 | 0.050568 | 0.059739 | $0.03768$ | 0.750774 <br> 0.03056 | $\begin{array}{r} 1.11529 \\ 0.060245 \end{array}$ |

Figure 4．5．Conductive bulk $K^{\prime \prime}$ values and $K^{\prime \prime}$ max $^{\max }$ values for each pyrrhotite plus talc specimen and their standard deviations are listed．Note that $K^{\prime \prime}$ values are much smaller than for the pyrrhotite specimens in chapter 3.



Figure 4.6. (a) Except for the hydrostatically deformed specimen TPO7, all pyrrhotite plus talc specimens exhibited oblate resistive ACMS fabrics. (b) This is a typical distribution of resistive $K^{\prime \prime}$ principal axes for 10 separate anisotropy measurements on a single sample. Note that $K^{\prime \prime} \mathrm{min}_{\mathrm{n}}$ is nearly vertical, parallel to the compression direction of the triaxial rig. As in the pyrrhotite specimens, $K^{\prime \prime \prime}{ }_{1 m t}$ and $K^{\prime \prime}$ max are poorly defined within the flattening plane. This poor definition is probably due to a combination of low K" values and oblate anisotropy.


Figure 4.7. K"bulk and K"max show no definite relationships to strain, but there may be a slight tendency toward increased $K "$ values with strain.
not enough data is present in the above diagrams to make definite conclusions.

Figure 4.8 illustrates the relationship between resistive $P^{\prime}$ and chart strain. There is a very strong correlation, with an apparent linear correlation over the limited range of strains possible in these experiments. The greatest degree of shortening achieved was only $31.9 \%$ for TP10. When 'P' (ACMS) is plotted against $P^{\prime}(A M S)$, there is also a good correlation. This is because, except for a single outlier, AMS anisotropy also appears to show a linear increase with strain.



Figure 4.8. Note the apparent linear correlations between (a) P' (ACMS) and Rs, (b) P' (ACMS) and P' (AMS), and (c) $P^{\prime}$ (AMS) and Rs developed in the pyrrhotite plus talc specimens. The equations for the lines are, $P^{\prime}($ ACMS $)=6.57 R s-5.40, P^{\prime}($ ACMS $)=47 P^{\prime}(A M S)-47$, $P^{\prime}($ AMS $)=0.098 R s+0.95$.


Figure 4.8. Note the apparent linear correlations between (a) $P^{\prime}$ (ACMS) and Rs, (b) $P^{\prime}$ (ACMS) and $P^{\prime}$ (AMS), and (c) $P^{\prime}$ (AMS) and Rs developed in the pyrrhotite plus talc specimens. The equations for the lines are, $P^{\prime}($ ACMS $)=6.57 R s-5.40, P^{\prime}($ ACMS $)=47 P^{\prime}($ AMS $)-47$, $P^{\prime}($ AMIS $)=0.098 R s+0.95$.

### 4.5. Discussion of Results


#### Abstract

The strong correlation between strain and resistive $P^{\prime \prime}$ values in these experiments relative to those of chapter 3 is undoubtedly influenced by the presence of the talc matrix. The talc is of much lower viscosity than pyrrhotite and allows the pyrrhotite grains embedded within it to rotate more freely, approximating the March Model discussed by Tullis (1976). Figure 4.9 illustrates the basic principle of the model. The model is not followed perfectly, as there is extensive impingement between pyrrhotite grains resulting in cataclasis and intragranular deformation. The March Model requires that a logarithmic relationship exists between grain preferred orientation and strain (Tullis, 1976). The equation for this relationship is:


$$
\ln P=-3 \epsilon_{a}
$$

where $P$ is the orientation of poles to tabular bodies in the principal compressive strain direction and $\epsilon_{d}$ is the natural deviatoric strain defined as:

$$
\varepsilon_{a}=\ln \left[1 ' / l_{0}\left(V / V_{0}\right)^{-1 / 3}\right]
$$

where 1 ' is the final length of the strained material, $l_{o}$ is its initial length, $V$ is its volume after strain, and $V_{o}$ is its initial volume. By examining figure 4.7 , it is clear that grains


Figure 14. This diagram shows how a plenar marker horizon would be expected to rotate during pure shear using the March Model. This can be related to the degree of deformation in $x$ and $Z$ as follows: $\tan \hat{\theta}^{\prime} / \tan \hat{\theta}_{0}=2 / K$.

Figure 4.9. Illustration of the rotation of passive planar markers explained by the March Model. This may partially explain the development of preferred orientations of pyrrhotite in the pyrrhotite plus talc mixtures.
will rotate more quickly when they are at low angles to the compressive stress direction. Thus as strains become high in coaxial strain and the grains are aligned at a higher angle to the compressive stress, they will rotate progressively more slowly. We may be seeing evidence for this type of trend in the $F^{\prime}$ versus $R_{\text {. diagram of }}$ figure 4.7 , as the most highly strained specimen is not quite on the linear trend of the less highly strained specimens. Such an interpretation is only speculative, as there is not sufficient data to confirm such a trend. There is also no way of knowing what will happen at higher strains. Perhaps at high strains a relationship similar to that in the pyrrhotite specimens will develop as the talc becomes further compressed and contact between adjacent pyrrhotite grains improves.

Despite these problems, it is clear that there is a relationship between the degree of preferred orientation of the sulphide grains and ACMS. Thus disseminated sulphide preferred orientations might potentially be analysed using the ACMS. technique, provided that they behave in a similar fashion to these experimentally deformed aggregates.

# 5. PRELIMINARY INVESTIGATION OF ACMS IN DEFORMED MASSIVE 

PYRRHOTITE AND ITS IMPLICATIONS FOR EXPERIMENTAL DATA

### 5.1. Introduction

Natural massive ore specimens were obtained from the INCD Shebandowan mine located approximately 100 km west of Thunder Bay, Ontario. The specimens consist largely of strongly deformed pyrrhotite containing significant quantities of pentlandite and chalcopyrite, which make it a rich $\mathrm{Ni}-\mathrm{Cu}$ ore. These minerals are all clearly visible in the photomicrograph of figure 5.1.

These specimens were obtained to provide a preliminary indication of the relationship between ACMS fabrics and strain fabrics in a tectonically deformed ore. The fact that this ore is largely pyrrhotite allows for the comparison of ACMS data for these specimens with data obtained from the experimentally deformed pyrrhotite aggregates. A detailed study of the mine was not carried out, as time was limited.

The ore has been strongly deformed and exhibits a fabric defined by the preferred dimensional orientation of grains as well as by parallel bands of pentlandite. ANS fabrics, which indicate preferred crystallographic orientation of pyrrhotite (Schwarz, 1974), display a magnetic foliation essentially parallel to the observed fabrics. AMS has been shown to be very useful in defining preferred orientations in massive pyrrhotite,


Figure $\operatorname{Gi}$ : These phatmicrographs illustrate the same sertian of BEO2 under (a) plane-polarized light and (b) crosepolarized light. (a) The yellow minerel is chalcopyrite, the white mineral is pentiandite, and the predominant mineral (grey) is pyrrhotite. Notice the preferred orientation of the gangue phyllosilicates. (b) Pyrrhotite grains are recognizable under crossed polarizers. Note that there is an apparent preferred dimensional orientation.
as Kmin is known to be parallel to the c-axis of pyrrhotite. As stated earlier in section 3.4, deformed pyrrhotite tends to become oriented by crystal slip so that the c-axis is perpendicular to the plane of flattening of the strain ellipsoid. Thus the simplest way to compare tectonic fabrics to ACMS fabrics is to use AMS fabrics to represent tectonic fabrics. The AMS ellipsoids will not give a quantitative estimate of strain, but will give an indication as to the orientation of the three principal axes of strain. Each of the specimens was prepared as a 1 inch diameter core of length 0.82 inches to ensure that no specimen shape effect was present (Sarvas, 1988). Massive sulphide specimens have tight grain contacts which may make the specimens behave as a single grain electrically. Thus the specimen must be of nearly isotropic shape to ensure reliable results.

### 5.2. Results of ACMS Measurements

Figure 5.2 compares stereonet projections of ACMS fabrics versus AMS fabrics for each of the massive specimens studied. There is a slight obliquity between the principal axes of the ACMS and AMS ellipsoids for each specimen. This observation is different from what was seen in the deformed pyrrnotite aggregates of chapter 3 , where ACMS fabrics were consistently approximately coaxial with AMS fabrics. Another very important difference is that resistive $K^{\prime \prime \prime}$ max tends to be closest to $K_{m i n}$ of AMS in all of the massive specimens. In the experimentally deformed material, resistive $K^{\prime \prime}{ }_{m i n}$ was always subparallel to $K_{m i n}$ of AMS. Another major difference is the extremely low ACMS anisotropies in the massive specimens compared to the unconsolidated aggregates. A number of anisotropies ( $P^{\prime}$ ) are illustrated in figure 5.3 for comparison. All of the above observations appear to indicate that crystallographically controlled, rather than grain shape controlled anisotropy is responsible for the ACMS fabrics of the massive pyrrhotite specimens. Evidence for this interpretation includes the low crystallographic electrical anisotropy of pyrrhotite and the observation of Krontiras et al. (1984) that hexagonal pyrrhotite is most resistive parallel to its crystallographic c-axis. It should be noted, however, that the specimens used in this study contain mostly monoclinic pyrrhotite, which has a slightly different crystal structure than hexagonal pyrrhotite and is not
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Figure 5.2. Each of these stereonets illustrate ACMS. fabrics represented by filled markers and ANS fabrics represented by open markers. The specimens are (a) SBO1 (b) SBO2 (c) SBOS (d) SBO4 (e) SBOS (f) SBO9. Note the obliquity between the ACMS and AMS principal axes. K"max tends to be closest to $K_{m i n}$ unlike in the triaxially deformed loose aggregates. Also, K"min is closest to $K_{\text {max }}$ in $a, b, e$, and $f$, but closest to $K_{1 n t}$ in stereonets $c$ and d. SBO9 is a stringer sulphide sample which exhibits similar characteristics to the massive specimens SBO1 to SEOS.


Figure 5.2. Each of these stereonets illustrate ACMS fabrics represented by filled markers and AMS fabrics represented by open markers. The specimens are (a) SBO1 (b) SBO2 (c) SBO3 (d) SBO4 (e) SBOS (f) SBO9. Note the obliquity between the ACMS and AMS principal axes. K"max tends to be closest to $K_{m i n}$ unlike in the triaxially deformed loose aggregates. Also, $\mathrm{K}^{\prime \prime}$ min is closest to $K_{\text {max }}$ in $a, b$, e, and $f$, but closest to $K_{1 m t}$ in stereonets $c$ and $d . ~ S B O 9$ is a stringer sulphide sample which exhibits similar characteristics to the massive specimens SBO1 to SBOS.

```
    P' (massive)
SBO1 = 1.0894
SBO2 = 1.1869
SBOS = 1.1215
SBO4 = 1.0622
SBOS = 1.1720
5B09 = 1.3394
p. (loose aggregates)
P002 to FOO8:
    high - POO = 7.57
    low - POO2 = 1.43
high - PO11 = 10.92
    low - PO1O = 1.47
```

Figure 5.3. Note that all massive specimens have iower $P$ ' than even the least anisotropic loose aggregates from chapter 3 . This would suggest that grain-shape is not a factor in the ACMS fabrics observed in the massive specimens, whereas it is important in the loose aggregates.
as well understood electrically. Thus, the above interpretation may not be entirely correct. If monoclinic pyrrhotite behaves slightly differently from hexagonal pyrrhotite, this may be an explanation for the obliquity between AMS and ACMS principal axes. This is entirely speculative, and the obiquity, may in fact be influenced by the minerals chalcopyrite and pentlandite, which have different electrical properties than pyrrhotite. ACMS fabrics would be much easier to interpret in an ore which contains only a single conductive mineral, or a mineral which is less complex structurally than pyrrhotite.

### 5.3. Comparison of Loose Aggregate and Massive Specimen Data

Obviously, the loose pyrrhotite aggregates and massive pyrrhotite ore behaved much differently during deformation to produce such widely differing ACMS fabric characteristics. It is probable that the natural ore deformed by plastic mechanisms while the experimentally deformed aggregates deformed largely by rigid body rotation, particulate flow, and cataclasis. Therefore, the way in which electrical anisotropy developed in the triaxial deformation experiments seem to have little relationship to how it developed in the massive specimens. Despite this, the triaxial deformation experiments did provide some insight into the operation of the ACMS coil and showed that it is effective in identifying electrical anisotropy.

### 5.4. Discussion

Unfortunately, this test of the ability of ACMS to identify strained fabrics in a massive pyrrhotite ore was not sucessful. The prospects for the use of ACMS on other massive sulphides depend on the distribution of conducting minerals within the specimen and the degree to which the electrical properties correspond to strained fabrics. Thus it is apparent that the next step in the use of ACMS technique should be to study the ACMS of single crystals of conducting minerals. This would provide further insight into the electrical properties of conducting minerals at high frequency (ie. monoclinic pyrrhotite) and aid in the interpretation of ACMS fabrics observed in deformed ores which contain more than a single conducting phase.

There are only a small number of common ore minerals which are sufficiently conductive to be measured using the ACMS technique, limiting its application. It is especially unfortunate that the most common sulphide mineral, pyrite cannot be detected by the ACMS coil. In addition, two minerals which are sufficiently conductive, pyrrhotite and magnetite have significant, easily measurable magnetic susceptibilities which have proven relationships to strained rock fabrics. Thus the future use of ACMS shold be concentrated on investigating electrical properties of minerals.
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## APPENDIX A: ACIM Raw Data for Loose Aggregates

The $F^{\prime}$ and $T$ values caiculated from all ACMS and AMS measurements on pyrrhotite and pyrrhotite plus talc aggregates are listed at the beginning of appendix $A$. These are accompanied by the strain data for each specimen. These were the data used For numerous diagrams in chapters 3 and 4.

Appendix A also contains the raw data obtained from ACMS measurements performed on all pyrrhotite aggregates (POO2 to F028) and all talc plus pyrrhotite aggregates (TP06 to TP12) used in this study. Ten separate measurements were performed on all specimens except P025 (6) and TPO7 (5). The CMS values for the three principal axes of the ACMS Ellipsoid were determined by the computer in each measurement, and are presented in the form of conductive susceptibilities. These were subsequently converted to resistive susceptibilities for the purpose of data presentation in chapters 3 and 4. Stereonets illustrating the position of the three principal conductive complex magnetic susceptibilities for Each measurement are also provided for all specimens, except P010, 11, 13, and 22, for which stereonets illustrating the three principal resistive susceptibilities are illustrated in chapter 3. These give an indication of how consistent the axial determinations were, and hence, how well-defined the ACMG ellipsoid was. The data contain a number of headings, the meanings of which are listed below.

```
MIN = conductive K'"min
INT = comductive K""int
MAX = conductive K'max
DEC = decIination of principal susceptibility axis in degrees
INC = inclination of principal susceptibility axis in degrees
ROS = angular deviation of the principal susceptibility direction
EV = magnitude of ACMS (in SI/volume X 1000 for POO2 to POOQ and
    in SI/mass for all others)
SDEV = standard deviation of principal axis ACMS values
```

| SFECIMEN | Es irool |  |  | ret | Enart | (ACMS) | Ticond) | Tres) | F' (AMS) | T (AME |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | 1.4544 | 0.2157 | -0.2157 | 1.1202 | 0.39 .38 |
| FO2 | 1.4 .35 | 1.115 | 1. 576 |  |  | 4.2894 | -0.0.6168 | 0.6168 | 1.2352 | 0.8152 |
| FOE | 1.267 | 1.147 | 1. 388 |  |  | 4.:204 | -0.6733 | 0.876e | 1. 3154 | 0.3976 |
| FO | 1. 785 | 1. 6.94 | 1.374 |  |  | S. 2175 | -0.6551 | $9.655!$ | 1.1527 | 0.7451 |
| FOE | 1.489 | 1.229 | 1.622 |  |  | 4.6195 | -0.6. 6.99 | 0.6709 | 1. 2101 | 0.8751 |
| FSe | 1. 258 | 1. 206 | 1. $5 \cdot 1$ |  |  | 4.2121 | -6.3801 | 0.9801 | 1.397 | 0.9775 |
| F 7 | 1.442 | 1. 3.42 | 1. 6.5 |  |  | $7.50=7$ | -2, 357 | 0. 2.57 | 1.221 | 0.9207 |
| -0. | 1.28 .3 | 1.21E | 1.305 |  |  | 1.56e | -0.7536 | 0.7536 | 1.0481 | 0.2176 |
| FO7 | 1.235 | 1.115 | 1. 507 |  |  | 1. 4674 | -0. 9025 | 0.4025 | 1.0475 | 0.0612 |
| F0io | - 2-9 | 1.187 | 1.617 |  |  | -9.8.58 | -0.954 | 0.9543 | 1.1355 | 0.9215 |
| FO1: | 1.453 | 1. 5 E2 | 1. 5 - 4 |  |  | $7.5 さ=7$ | -6.7725 | 0.7725 | 1.1125 | 0.7541 |
| FO 2 | 1.411 | 1.42= | 1.0ai | 17.e | 1.357 | 1.8675 | -9. 5676 | 0.5696 | 1.112 E | 0.865 |
| FOIS |  |  |  | 15.3 | 1. 25 | 4.7689 | -0.750 | 0. 2.5 | 1.095s | 0.3484 |
| FOI4 | 1.405 | 1.39 | 1.821 | E3.4 | 1. 0.51 | 4.0547 | -0.8552 | 0.8 .52 | 1.1618 | 0.9074 |
| FOS | 1.349 | 1.342 | 1.546 | 23.4 | 1.454 | 4.78 | -0.761 | $0.7 \pm$ | 1.14 | 0.7845 |
| FOls | 1. 516 | 1.4 | 1.958 | 23.16 | 1.4.97 | E. 4775 | -6.725 | 0.723 | 1. 1905 | 0.7818 |
| FO13 | $\underline{1.548}$ | 1.486 | 2.725 | -4.5 |  | 2. 760 | -0.75 | 0.712 | 1.5407 | 0.8988 |
| F015 | 2.144 | 1.977 | 2.054 | 26.2 | $1.57 \%$ | 7.2521 | -0.7\%7 | 0.777 | 1.17E: | 0.7405 |
| F-020 | 1.679 | 1.56 | 1.779 | $\underline{80.8}$ | 1.757 | -. 0.027 | -0.721E | 9.7218 | 1.175 | 0.6574 |
| Fu2: |  |  |  | $\bigcirc$ | 1.72 | 5.7517 | -0.860 | $0.8=02$ | 1. 2354 | 0.7144 |
| FOE2 | 1.248 | 1. 564 | 1.641 1.642 | 25.8 | $1.5 \pm 5$ | 3.78.34 | -0.883 | 0.8635 | 1.1982 | 0.7175 |
| FQOS | 1. 375 | 1. 5.64 | 1.64 .3 | 25.8 | 1. 1.8 ES | 1.8919 | -0.4626 | 0.4536 | 1.9451 | $0.3 E S 3$ |
| FC24 | 1.341 | 1.17 | 1.359 1.68 | 10.8 | 1.205 | 1.6668 | -0.176 | 0.176 | 1.056 | 0.8557 |
| P025 | 1.27 | 1.305 | 1.68 1.667 | 14.9 | 1.274 | 4.624 | -0.66:2 | 0.6632 | 1.1413 | 0.8755 |
| FO26 | 1.502 | 1.307 | 1.667 1.565 | 14.9 15.6 | 1.245 | 2.0985 | -0.44t2 | 0.4462 | 1.0539 | 0.5561 |
| FO27. | 1. 3.47 | 1.218 1.327 | 1.565 1.645 | 15.6 11.7 | 1.205 | 2.6161 | -0.725 | 0.7256 | 1.0842 | 0.7656 |
| F028 | 1.751 | 1. ${ }^{\text {- }}$ |  |  |  |  |  |  |  |  |
|  |  |  |  | 19.5 | 1.39 .37 | E. 7877 | -0.6068 | 0.6068 | 1.081 | 0.7764 |
| TFO6 |  |  |  | 0 | 1 | 1.1797 | 0.3975 | -0.3975 | 1.0484 | 0.6883 |
| TFO\% |  |  |  | 16.1 | 1.3012 | 2.8551 | -0.6278 | 0.6279 | 1.057 | 0.753 |
| TFO日 |  |  |  | 24.7 | 1. 5.04 | 5.5305 | -0.7478 | 0.7478 | 1. 1325 | 0.8155 |
| TF: 0 |  |  |  | -i.7 | 1.7794 | 5.7246 | -0.746 | 0.746 | 1.1059 | 0.348 |
| TFil |  |  |  | 21.8 | 1.4403 | ¥. 994 | -0.4977 | $0.4 \% 77$ | 1.1081 | $0.87: 3$ |
| TP12 |  |  |  | 17.7 | 1.3949 | -. 591 | -0.479\% | 0.47\% | 1.07 - |  |

This table summarizes all strain data as well as all complex magnetic susceptibility and magnetic susceptibility data for each pyrrhotite aggregate and each talc plus pyrrhotite aggregate discussed in chapters 3 and 4. Rs (1in) = liearization strain, Rs (rob) $=$ Robin strain, Rs (har) = strain from harmonic means, $e \%$ chart $=\%$ shortening from chart recording data, Rs chart $=$ strain calculated from charts by the formula $R=(1-e)^{-1.5}$, $P^{\prime}$ (ACMS) $=$ anisotropy degree of the ACMS ellipsoid, $T$ (cond) = anisotropy sense of the conductive ACMS ellipsoid, $T$ (res) $=$ anisotropy sense of the resistive ACMS ellipsoid, $P^{\prime}$ (AMS) $=$ anisotropy degree of the AMS ellipsoid, and T(AMS) = anisotropy sense of the AMS ellipsoid. Graphical relationships between many of these variables are presented in chapters 3 and 4.

| Specimen | $p^{7}$ | std. dev. | T | std. dev. |
| :---: | :---: | :---: | :---: | :---: |
| POO2 | 1.4344 | . 2186 | -. 2157 | . 30.51 |
| P002 | 4.2894 | . 4919 | . 6168 | . 1331 |
| P004 | 4.1204 | . 1363 | . 8768 | . 0477 |
| P005 | 3.3178 | . 3081 | . 6551 | . 2368 |
| P006 | 4.9195 | . 3070 | . 6709 | . 1318 |
| F007 | 6.2121 | . 2357 | . 8801 | . 0545 |
| P008 | 7.5727 | . 3374 | .8357 | . 1044 |
| P009 | 1.5663 | . 0404 | . 75,36 | . 1297 |
| P010 | 1.4674 | . 0939 | . 4025 | . 2060 |
| PO11 | 10.8158 | . 1492 | . 9543 | . 0164 |
| PO12 | 7.8827 | . 5856 | . 7725 | . 1101 |
| F013 | 1.8673 | . 0529 | . 5696 | . 1550 |
| PO14 | 4.9689 | . 0665 | . 9532 | . 0287 |
| FO15 | 4.0549 | . 1630 | . 8552 | . 0784 |
| P016 | 4.7320 | . 1732 | . 7613 | . 1089 |
| PO18 | 8.4773 | . 4357 | . 7230 | . 1772 |
| PO19 | 3.7063 | . 0715 | . 91.31 | . 0437 |
| P020 | 7.2921 | . 4558 | . 7970 | . 1181 |
| P021 | 3.3029 | . 1400 | . 7218 | . 1136 |
| P022 | 5.9917 | . 2501 | . 8602 | . 0967 |
| P023 | 8.7834 | . 6287 | . 8833 | . 0618 |
| P024 | 1.8919 | . 1320 | . 46.36 | . 1717 |
| P025 | 1.6668 | . 1180 | . 1760 | . 3104 |
| P026 | 4.6240 | . 7137 | . 6632 | . 1616 |
| po27 | 2.0985 | . 1355 | . 4462 | . 1499 |
| PGZ8 | 2.6161 | . 1939 | . 7256 | . 1894 |
| TPOS | 3.7877 | . 2750 | . 6068 | . 2519 |
| TPOT | 1.1797 | . 0878 | -. 3975 | . 1576 |
| TPO8 | 2.8351 | . 2342 | . 6278 | . 2057 |
| TPO9 | 5.5305 | . 4605 | . 7478 | . 1031 |
| TP10 | 5.9246 | . 4247 | . 7460 | . 0915 |
| TP11 | 3.9940 | . 7754 | . 4977 | . 2736 |
| TP12 | 3.5991 | . 3258 | . 4999 | . 2154 |

The ACMIS $P$, and $T$ data were calculated from ten separate ACMS measurements performed on each specimen, except in the cases of FO25 and TPO7 where six and five measurements were made respectively due to extremely weak and difficult to reproduce fabrics. This table illustrates the standard deviations for each value. Note that some standard deviations are quite high, especially for $T$. This can be attributed to the relatively low conductivities of some specimens. T values have been converted from conductive to resistive (achieved by multiplying by -1). Similar data was not compiled for AMS, as results were highly reproducible and only two measurements were performed on each specimen.


| POEE | SITE 1 | CORE 15 | SFEC 1 | UNITS＝SI V | $M=E \quad N R=E$ | 11：45： | 01－11－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | ころ．9こ | 3こ． 67 | 58． 6 | 1．8ご5E－03 | こ．OE1E－04 |  |  |
| INT | 87.08 | －35．13 | 71.4 | ㄹ．3483E－03 | 1． $060 \mathrm{E}-04$ |  |  |
| MAX | 3E3．88 | －37．88 | 48.6 | E．E481E－03 | E．EFSE－05 |  |  |
| FOEF | SITE 1 | CORE 1 S | SPEC 1 | UNITS＝SI V | $M=6 \quad N R=E$ | 11：51：-7 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | $3 \mathrm{EO}, 11$ | 7.79 | 19.8 | 1．805EE－03 | 1．806E－04 |  |  |
| INT | 51.78 | 12．03 | 33．E | 2．1846E－03 | 9．85こE－05 |  |  |
| MAX | 17.89 | $-75.60$ | 35.9 | E．4こ8さE－03 | 3．409E－05 |  |  |
| FOEG | SITE 1 | CORE 15 | SFEC 1 | UNITS＝SI $V$ | $M=6 \quad N R=2$ | 11：56：06 | 01－11－1930 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | こ7E． 3 こ | 48．9E | 54.4 | 1．7913E－03 | 3．795E－05 |  |  |
| INT | 88．35 | 17．67 | 88.4 | E． 1314 E －03 | 1．440E－04 |  |  |
| max | 311.56 | $-35.65$ | 73.9 | 2． 4 E4EE－03 | 3． $235 \mathrm{E}-04$ |  |  |
| POEH | SITE 1 | CORE 1 S | GFEC 1 | UNITS＝SI $V$ | $M=6 \quad N R=2$ | 12：05：53 | 01－11－1970 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 0.70 | －8．08 | 33.0 | 1．8059E－03 | 6．O80E－05 |  |  |
| INT | 84.86 | 35．61 | 87．0 | ㄹ．245JE－03 | 2．048E－04 |  |  |
| MAX | e91．63 | 53.20 | $8 こ .7$ | 2．6875E－03 | 1．600E－04 |  |  |
| POEI | SITE 1 | CORE 1 S | SFEC 1 | UNITS＝SIV | $M=E \quad N R=E$ | 1き：1ショぎ | 01－11－1970 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 344.80 | 34．91 | 19.4 | E． $0051 \mathrm{E}-03$ | E．S®7E－04 |  |  |
| INT | 57.08 | －25．5E | 61.8 | E．E16EE－03 | 8．40EE－OS |  |  |
| MAX | 300.51 | －45．73 | 58.0 | E． $4455 \mathrm{E}-03$ | 1．こここE－04 |  |  |
| FOEJ | SITE 1 | CORE 1 S | SFEC 1 | UNITS＝SIV | $M=6 \quad N R=E$ | 12：16：50 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 319.05 | －9．こ1 | 5.8 | 1．3487E－03 | 1． 4 E1E－04 |  |  |
| INT | 57.74 | 4－43．00 | 49.6 | 2．E6ごE－03 | 1．З7EE－04 |  |  |
| MAX | 39.54 | 45.53 | 49.8 | こ．5057E－03 | 6．00こE－05 |  |  |

 MIN $\begin{array}{llllll}\text { MOE．} 71 & 1.66 & 83.8 & \text { 2．0745E－03 } & \text { 1．E4EE－04 }\end{array}$
INT $34.05 \quad 38.87 \quad 109.2$ E．134EE－03 5．380E－05
MAX 30．66－51．08 77．0 E。E908E－03 1．737E－04

FOEC SITE 1 CDRE 1 SFEC 1 UNITS＝SI $\vee M=\epsilon$ NR＝$e$ 14：ЕE：ES 01－04－1990 SUSC．DEC INC RכS EV SDEV MIN $\quad 313.7319 .83 \quad 18.5 \quad 1.6390 E-03 \quad 8.130 E-06$ INT $315.98-70.16 \quad 38.0 \quad$ E．こ477E－03 $3.681 E-05$
$\begin{array}{llllll}\text { MAX } & 44.04 & 0.69 & 36.4 & \text { E．} 4 \text { E30E－0．3 } & 1.3 \text { ЗころE－04 }\end{array}$
FOED SITE 1 CORE 1 SPEC 1 UNITS＝SI $\vee M=G$ NR＝$E$ 14：31：08 01－04－1390 SUSC．DEC INC R9S EV SDEV MIN 41.0317 .11 こ1．7 1．9こ97E－03 6．451E－05 INT E89．63 49.86 55．日 2． $3078 E-03 \quad 1.5 E 6 E-94$ MAX 3ЕЗ．49－35．01 5e．8



```
FOSE SITE 1 CORE 1 SFEC 1 UNITS= SI V M= E NR= E 15:47:44 01-04-1730
SUSC. DEC INC RYS EV SDEV
MIN 19.3E E.GG E0.6 1.05SOE-03 1.178E-0E
INT E89.45 -E.GF 18.8 1.3189E-03 7.357E-05
MAX 64. 67 - \(86 . \Xi 1\) G.E 4.3846E-03 5.669E-04
FOEC SITE 1 CORE 1 SFEC 1 UNITS= SI \vee M= 6 NF= E 13:55:17 01-04-19`0
SUSC. DEC INC RGS EV SDEV
MIN 3E0.69 -2.13 3E.6 1.0051E-03 3.7E4E-06
INT 50.58 3. 20 JE.7 1.4783E-03 1.077E-04
MAX 84.E4 -86.16 E.7 4.4344E-03 E.664E-05
FOSD SITE 1 CORE 1 SFEC 1 UNITS= SI \vee M= G NR= E 14:00:E0 01-04-1790
```



```
MAX 86.10-86.39 4.1 4.5こ41E-03 9.63JE-O5
```



| F04D | SITE 1 | CORE 1 S | SFEC 1 | UNITS $=$ SI $V$ | $M=E . N R=\Xi$ | 14：15：04 | 01－11－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 33.06 | $0.5 き$ | 8． 3 | 3．7691E－03 | 7．469E－06 |  |  |
| INT | 303.06 | －0．6E | 7.6 | 4．0459E－03 | こ．OEGE－OS |  |  |
| MAX | 84.06 | －89．18 | 1.8 | 1．こ70ごーOこ | E．ᄅ14E－94 |  |  |
| FO4E | SITE 1 | CORE 1 S | SFEC 1 | UNITS＝SI V | $M=\epsilon \quad N R=E$ | 14：20：04 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 63.39 | －0．64 | 1． 5 | 3．5798E－03 | 5．30EE－05 |  |  |
| INT | 333.33 | 1.48 | 1． 2 | 3．8535E－03 | 1． $381 \mathrm{E}-04$ |  |  |
| MAX | 310． 14 | －88． 39 | 1.1 | 1． 2846 E OE | 7．39EE－05 |  |  |
| FO4F | SITE 1 | CORE 15 | SFEC 1 | UNITS＝SIV | $M=E \quad N R=E$ | 14： $5: 44$ | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 트․ 38 | E．${ }^{\text {E }}$ | 14．E | $3.4708 E-03$ | 1． $3505-05$ |  |  |
| INT | 13.07 | －0．01 | 14．1 | 3．795SE－03 | 3．485E－05 |  |  |
| MAX | 280． 77 | $-87.79$ | 0.6 | 1． 2576 E －0E | 4． $340 \mathrm{E}-05$ |  |  |
| PO4G | SITE 1 | CORE 1 S | SFEC 1 | UNITS＝SI $V$ | $M=\boldsymbol{C} \quad$ NR＝E | 14：30：34 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 3E7．72 | 0.13 | 85.7 | 3． 7351 E －03 | 4．ヨごE－05 |  |  |
| INT | 57.83 | －E． 38 | 85.8 | 3．866EE－03 | 1．787E－04 |  |  |
| MAX | 59.93 | 87．62 | 1.9 | 1．อ558E－05 | 7．120E－OS |  |  |
| FO4H | SITE 1 | CORE 1 S | SFECC 1 | UNITS＝SI $V$ | $M=6 \quad N R=E$ | 14：36：13 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 53.17 | －3．88 | 11.1 | 3．5190E－03 | 1． $076 \mathrm{E}-06$ |  |  |
| INT | 3Е3． 34 | 1．ㄹㄹ | 11.2 | $4.0845 E-03$ | 1．Sこ6E－04 |  |  |
| MAX | 70．7e | 85．94 | 2． 3 | 1．2ЗころE－0E | 3．747E－05 |  |  |
| P04I | SITE 1 | CORE 1 S | SFECC 1 | UNITS＝SIV | $M=E \quad N R=E$ | 14：41：41 | 91－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 286． 26 | 3.05 | E7．6 | $3.4551 E-03$ | 4．774E－05 |  |  |
| INT | 16． 17 | －1．87 | 27． 8 | 3． $7650 \mathrm{E}-03$ | 1．089E－04 |  |  |
| MAX | 74.63 | 86.43 | E． 1 | 1．ご8EE－0E | 3． $791 \mathrm{E}-04$ |  | ． |
| FO4J | SITE 1 | CORE 1 S | SFEC 1 | UNITS $=$ SIV | $M=E \quad N R=E$ | 14：4E：16 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 68.20 | －0．70 | 33．5 | 3．64E8E－03 | 5． $861 \mathrm{E}-05$ |  |  |
| INT | 338．${ }^{1}$ | 1.88 | 33．5 | $3.8984 E-03$ | 1．571E－04 |  |  |
| MAX | 317.88 | －87． 37 | \％ 0.8 | 1．$こ 869 \mathrm{E}-0 \mathrm{E}$ | 8．979E－05 |  |  |

 SUSC．DEC INC RGS EV SDEV


INT 34E．78 4．7E ころ．0 3．8Е44E－03 1．400E－04

FO4E SITE 1 CORE 1 SFEC 1 UNITS＝SI $\vee M=G \quad N R=E$ 10：30： 28 01－03－1790 SUSC．DEC INC RYE EV SDEV MIN $317.9 E \quad 3.58 \quad 30.5 \quad 3.4348 E-03 \quad 1.390 E-04$
INT $47.81 \quad-1.98 \quad 30.5 \quad 3.8046 E-03 \quad$ こ．O36E－05

MAX E88．87－85． 90 O．
FO4C SITE 1 CORE 1 SFEC 1 UNITS＝SI $\vee M=\epsilon$ NR＝E 10：37：31 01－03－1990
SUSC．DEC INC RFS EV SDEV
MIN E70．7E $4.01 \quad 16.0 \quad 3.6445 E-03 \quad 3.657 E-05$
INT $1 . E 3 \quad 1.98 \quad 15.7 \quad 3.8011 E-03 \quad 1.797 E-05$
MAX E97．48－85．51 1．6 1．E488E－OE E．OEOE－O4
P04，
$n=10$ hemisphere stereonet


| PO5D | SITE 1 | CORE 1 S | SFEEC 1 | UNITS＝SIV | $M=E \quad N R=E$ | 14：57：45 | 01－11－1790 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 55.89 | －1． 20 | B， E | 1．1111E－03 | 8．809E－05 |  |  |
| INT | 3 こ5． 99 | 4.67 | 15． 1 | $1.7889 \mathrm{E}-03$ | 1．17EE－04 |  |  |
| MAX | 311.58 | $-85.16$ | 14.9 | 3．4553E－03 | 4．870E－05 |  |  |
| FOSE | SITE 1 | CORE 1 S | SFEEC 1 | UNITS＝SI V | $M=E \quad N R=E$ | 15：0こ： 00 | 91－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 359.09 | －6． 94 | 35．8 | F．8445E－04 | 5．961E－05 |  |  |
| INT | 89．31 | －2． 06 | 25．9 | 1．4577E－03 | 1．771E－04 |  |  |
| MAX | 15.73 | 8ミ． 76 | 3．6 | 3．5EOSE－03 | 1．EG1E－04 |  |  |
| F口GF | SITE 1 C | CORE 1 S | SFEC 1 | UNITS＝SI V | $M=6 \quad N R=E$ | 15：06： 36 | 01－11－1990 |
| Susc． | DEC | INC | 895 | EV | SDEV |  |  |
| MIN | 86． 47 | －E． 76 | ご．0 | 1．EE67E－03 | 6．819E－O6 |  |  |
| INT | 35E．7E | E． 36 | 28．8 | 1．3476E－03 | 6．377E－OS |  |  |
| MAX | 285． 91 | －8E． 84 | 7.0 | こ． 3 こ17E－03 | 8．040E－05 |  |  |
| F＇05G | SITE 1 | CORE 1 S | SFEC 1 | UNITS＝SI V | $M=6 \quad N R=2$ | 15：10：51 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 29．83 | 2． 33 | 56．E | 1．13EOE－03 | 1．416E－04 |  |  |
| INT | こ99．57 | 6.73 | 56.3 | 1．5こ71E－03 | 1．785E－04 |  |  |
| max | 318．0こ | －8E． 90 | 9．6 | 3． 3 F06E－03 | E．598E－04 |  |  |
| POSH | SITE 1 C | CORE 1 S | SFEC 1 | UNITS＝SIV | $M=6 \quad N R=$ e | 15：15：5를 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 44.51 | －5． 31 | 67.4 | 1．2024E－03 | 6． $444 \mathrm{E}-05$ |  |  |
| INT | 314.61 | 1．48 | 67.4 | 1．23こご－03 | 4．己E7E－05 |  |  |
| MAX | 60.48 | 84.59 | 2．5 | $3.6476 \mathrm{E}-03$ | こ．288E－05 |  |  |
| FOSI | SITE 1 | CORE 1 S | SPEC 1 | UNITS $=$ SIV | $M=6 \quad N R=2$ | 15：19：38 | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 39.89 | －0． 80 | 54.7 | 1．2598E－03 | 9．651E－05 |  |  |
| INT | 309．90 | －0．18 | 55．4 | 1．3359E－03 | 5．367E－05 |  |  |
| MAX | 349．66 | 89．7E | 13．0 | 3．5E51E－03 | 3．838E－05 |  |  |
| FOSJ | SITE 1 C | CORE 1 S | SFEC 1 | UNITS＝SIV | $M=6 \quad N R=E$ | 15：$-3: 18$ | 01－11－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 8.13 | 1.79 | 49．1 | 1．17ご5－03 | 1．8E7E－94 |  |  |
| INT | こ78．13 | －0．19 | 49．$\Xi$ | $1.4055 E-03$ | 1． $951 E-04$ |  |  |
| MAX | 14．65 | $-88.00$ | 3.9 | 3．5167E－03 | 1． 111 E －94 |  |  |

 SUSC．DEC INC RGS EV SDEV
 INT 87．51－7．70 35．0 1．3941E－03 1．0E8E－04
MAX $301.74-80.71$ 6．7 3．5468E－03 8．477E－05
FOSE SITE 1 CORE 1 SFEC 1 UNITS＝SI $\vee M=6$ NR＝$\Xi$ 10：50：56 01－03－1930 SUSC．DEC INC R3S EV SDEV MIN Зこ6． 77 －1．11 Eड． 1 1．16日5E－03 3．609E－05
INT 56．74 1．39 25． 1 1．34EこE－03 こ．150E－0S

FOSC SITE 1 CORE 1 SFEC 1 UNITS＝SI $\vee M=6$ NR＝E 10：56：06 01－03－1930 SUSC．DEC INC RYS EV SDEV
MIN 330.04 5．51 EE． $1 \quad$ 9．0E79E－04 $1.834 E-04$
INT 59．69－3．6日 こ1．こ 1．3581E－03 こ．3こ日E－04
MAX ミЭ6．08－83． 37 6． 7 3．5Е4EE－03 3．457E－05
P05J


ACMS QUTFUT：Carductivity parameters

| POGD | SITE 1 | CORE 1 S | SFEC 1 | UNITS＝SI m | $M=6 \quad N R=E$ | 11：08：ここ | 01－15－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 17．66 | 3.19 | 20． 3 | 3．5600E－04 | 9．8ここE－06 |  |  |
| INT | 289.33 | 5 5．9こ | E0．6 | 5．こ668E－04 | 1．198E－05 |  |  |
| MAX | 317.79 | －83． 37 | 5.0 | 1．798ご－03 | 4．097E－05 |  |  |
| ACMS DUTFUT：Conductivity parameters |  |  |  |  |  |  |  |
| Fose | SITE 1 | CORE 1 S | SPEC 1 | UNITS＝SI m | $M=6 \quad N R=E$ | 11：13：15 | 91－15－1930 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 347.30 | 7.05 | 24．5 | 3． $9106 E-04$ | 4．E®SE－OS |  |  |
| INT | 77．${ }^{6}$ | －0．47 | 24．5 | 4． $93 \mathrm{ETE-04}$ | 4．E＇6BE－07 |  |  |
| MAX | 343． 36 | －83．93 | こ．E | 1．8630E－03 | 4． 781 E －05 |  |  |

ACMS OUTFUT：Conductivity parameters
FOGF SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝G NR＝玉 11：17：47 01－15－1970

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MIN | 319.74 | 7.86 | 58.5 | $3.8398 E-04$ | $1.026 E-04$ |
| INT | 49.69 | -0.47 | 58.5 | $5.3811 E-04$ | $3.887 E-05$ |

MAX 316．19－8こ．1こ 2． 1 1．8150E－03 9．485E－06

ACMS QUTPUT：Conductivity parameters


ACMS OUTFUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters
FOGI SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝6 NR＝E 11：3E：31 01－15－1990
SUSC．DEC INC RGS EV SDEV



MAX उЕこ． 59 － 84.04 4． 3 1．7E64E－03 4．717E－05
ACMS DUTFUT：Cornductivity parameters
FOGJ SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝E 11：36：59 01－15－1930
SUSC．DEC INC RGS EV SDEV
MIN EO．65 0．67 5E．5 4．5011E－04 1．350E－OS
INT $330.58 \quad 3.13 \quad 5 E .5 \quad 4.8471 E-04 \quad 3.474 E-05$
MAX 334.81 －80．84 こ． 9 1．7805E－03 7．86こE－0G

| FO6A | SITE 1 | CORE 1 | SFECC 1 | UNITS $=$ SIV | $M=\epsilon \quad N R=E$ | 11：31：57 | 01－03－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV | 11：31：57 | 1－01－1990 |
| MIN | EO． 90 |  | 1E．0 | 1．04E8E－03 | 3．351E－05 |  |  |
| INT | 330.71 | 1 8． $\mathrm{E}_{\text {E }}$ | 11.8 | 1．37こうE－03 | 4．418E－05 |  |  |
| MAX | 338.69 | $-81.10$ | E．E | 4．8こ15E－03 | 5．E7EE－OS |  |  |
| P06E | SITE 1 | CORE 1 | SFPEC 1 | UNITS＝SI | $M=6 \quad N R=E$ |  |  |
| SUSC． | DEC | INC | R95 | EV | SDEV |  | 01－03－1990 |
| MIN | 3 ご． 10 | 6．4E | 3． 6 | 1．1701E－03 | 8．ЄこJE－OE |  |  |
| INT | 301.39 | 6． 31 | 7．9 | $1.4870 E-03$ | 6．075E－05 |  |  |
| MAX | 347.83 | $-80.77$ | 7.9 | 4．665EE－03 | 5．166E－05 |  |  |
| FOEC | SITE 1 | CORE 1 | SFEC 1 | UNITS $=$ SI $\vee$ | $M=6 \quad \mathrm{NR}=\mathrm{E}$ | 11：4E：51 |  |
| SUSC． | DEC | INC | R95 | EV | SDEV | 11：4E： | $01-03-1990$ |
| MIN | E3． 84 | 5.77 | 70.7 | 1．16ここEーOJ | 4．046E－05 |  |  |
| INT | E93．04 | 7.73 | 70.7 | 1．3177E－03． | 1．774E－04 |  |  |
| MAX | 3こ9．50 | －80． 17 | E． 3 | 4．7451E－OS | E．705E－04 |  |  |

P06J


ACMS OUTFUT：Coriductivity parameters

| FO7G | SITE 1 | CORE 1 | SFEE 1 | UNITS $=$ SI im | $M=6 \quad N R=E$ | 1こ：34：37 | 01－15－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | Rヲ5 | EV | SDEV |  |  |
| MIN | 328.16 | －1．98 | 1.6 | 9． 7 E4OE－04． | 2．687E－05 |  |  |
| INT | E8． 23 | －E． 40 | 1.6 | 1． $1433 \mathrm{E}-03$ | 1．ЭЕ与E－0 |  |  |
| MAX | 28．72 | 86.87 | 0.5 | $4.7644 \mathrm{E}-03$ | 7．763E－O5 |  |  |

ACMS QUTFUT：Cornductivity parameters

| FO7A | E 1 | RE 1 | C 1 | UNITS $=$ SI m | $M=\epsilon \quad N R=E$ | 11：55：00 | 01－15－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Susc． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 4E． 97 | －E．75 | 44．2 | $1.0471 \mathrm{E}-03$ | 8．55こE－05 |  |  |
| INT | こ16． 95 | －0．76 | 44.4 | 1．190こE－03 | 2．E18E－05 |  |  |
| MAX | 31.35 | 87.14 | 2． 0 | 4.999 E－03 | 1．961E－05 |  |  |

ACMS OUTFUT：Conductivity parameters

| P07E | E 1 | CORE 1 S | SFEC 1 | UNETS $=$ SI m | $M=6 \quad N R=E$ | 11：59：19 | 01－15－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 58.65 | －3．12 | 45.6 | 9．8187E－04 | E．OOBE－05 |  |  |
| INT | ここS．Eこ | －0．8E | 45．6 | $1.07995-03$ | $6.750 \mathrm{E}-05$ |  |  |
| MAX | 43．0E | 86． 76 | 1.3 | $5.0144 \mathrm{E}-03$ | 1． $916 \mathrm{E}-05$ |  |  |

ACMS QUTFUT：Coriductivity parameters


ACMS DUTFUT：Corductivity parameters


ACMS OUTFUT：CGrductivity parameters


ACMS OUTFUT：Conductivity parameters

 SUSC．DEC INC RGS EV SDEV

INT • JSE．10－E．ت1 49．


ACMS OUTFUT：Comductivity parameters
FOTI SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝E NR＝$\because \quad 1: 4: 4: 45 \quad 01-15-1990$ SUSC DEC INC RGS EV SDEV

INT $46.85 \quad-\Xi .3 B \quad 74 . \Xi \quad 1.0570 E-0 J \quad$ E．7EJE－OS


ACMS DUTFUT：CGrductivity parameters
 SUSC．DEC INC RGS EV SDEV MIN 6E． 66 －ت． 00 SO． 9 1．016EE－0才 5．シ19EーOS




ACMS OUTFUT：Conductivity parameters
FOBD SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝E NR＝ E 14：1玉： 50 01－15－1390

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MIN | 49.57 | 3.30 | 79.6 | $3 . E B J 1 E-94$ | $7 . E 8 O E-0 E$ |
| INT | 319.47 | 1.99 | 79.7 | $3.6 \Xi 56 E-04$ | $4.014 E-05$ |



ACMS OUTFUT：Cirnductivity parameters
FOBE SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 5 NR＝

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | ---: | ---: | ---: | ---: |
| MIN | 49.81 | $E .36$ | 40.6 | $3.1160 E-04$ | $4.796 E-05$ |
| INT | 318.68 | 3.15 | 39.5 | $3.9 E 4 E E-04$ | $1.511 E-05$ |
| MAX | 355.58 | -86.06 | $5 . E$ | $1.3998 E-03$ | $8.688 E-05$ |

ACMS OUTFUT：Conductivity parameters
FQBF SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝E 14： $\mathbf{E} 4: 53$ 01－15－1900

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :--- | :--- | :--- | :--- |
| MIN | 26.57 | 1.95 | 41.7 | $3.0024 E-04$ | $4.367 E-05$ |
| INT | 236.53 | 1.18 | 41.9 | $3.7397 E-04$ | $1.318 E-0 E$ |

MAX 355．07－87．7E 3．E 1．3463E－03 З．ت巳eE－OS

ACMS OUTPUT：Conductivity parameters

| SUSC． | DEC | $\begin{aligned} & 1 \\ & \text { INC } \end{aligned}$ | R95 | EV | SDEV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 301.07 | E． 33 | 74．3 | 3．0978E－04 | 3．751E－05 |
| INT | 31.84 | 4.40 | 74．3 | 3．5581E－04 | 8． $957 \mathrm{E}-06$ |
| MAX | 3．ここ | －85．0こ | 1.9 | E．0158E－03 | E．5E6E－05 |

ACMS QUTFUT：Conductivity parameters
FOQH SITE 1 CORE 1 SFEC 1 UNITS＝SIm M＝6 NR＝E 14：33：41 01－15－1990
SUSC．DEC INC RЭS EV．SDEV

MIN $43 . E \ni$ 1．45 Eこ． 3 3．31日4E－04 $1.738 E-05$
INT 313．ご 3.07 EE． 9 З．E8EGE－04 4．ЗЗЕE－05


ACMS OUTFUT：Conductivity parameters


ACMS QUTFUT：Ceriductivity parameters



P08J


ACMS OUTFUT：Comductivity parameters
FQFA SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝E 15：11：14 03－07－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 3こ6． 15 | －11．13 | 86.9 | 1． $7958 \mathrm{E}-06$ | $3.860 \mathrm{E}-08$ |
| INT | 55.01 | 5.83 | 86． 8 | E．OS5EE－06 | 1．178E－OB |

MAX $297.81 \quad 77.40 \quad 11.4$ Е．888GE－OG 6．OG8E－0日
ACMS OUTFUT：Conductivity parameters
FOGE SITE 1 CORE 1 SFEC 1 UNITS＝SI $m M=G$ NR＝E 15：18：$\because E \quad 03-07-1990$ SUSC．DEC INC RGS EV SDEV
MIN 89．EO 17．3E EE．4 1．997EE－0G こ． 843 E －0日
INT 1.61 －-9.95 66．E E．0340E－06 5．Е4EE－0B
MAX EЭE．63 71．EE S．5 3．0140E－06 1．EGJE－08
ACMS QUTFLUT：Conductivity parameters


ACMS QUTFUT：Coriductivity parameters


ACMS OUTFUT：Cornductivity parameters


ACMS OUTFUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters
FOGG SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝$\quad$ 15：41：36 03－07－1990
SUSC．DEC INC R9S EV SDEV

INT E4．61－1．E1 1G．9 E．081EE－0E 3．413E－08


FOYH SITE 1 CORE 1 SFEC 1 UNITS= SI m M= $G$ NR= E 16:0Э:15 0J-07-1990

| SUSC. | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | ---: | ---: | ---: | ---: |
| MIN | 319.13 | -16.87 | 3.3 | $1.9574 E-0 E$ | $7.171 E-09$ |
| INT | $4 E .55$ | 8.45 | 9.3 | $2.0430 E-06$ | $1 . E 6 E E-08$ |


ACMS OUTFUT: Canductivity parameters


ACMS DUTFUT: Coriductivity paraneters
FOFJ SITE 1 CORE 1 SFEC 1 UNITS= SI m M=6 NR=E 16:17:40 03-07-1990
SUSC. DEC INC RFS EV SDEV
MIN $87.4311 .75 \quad 77.1$ こ. $030 E E-06 \quad 3.514 E-08$

MAX こG6. 11 76.EE 5.3 E. 9030E-06 1.04EE-07
po9s


ACMS QUTFUT: Conductivity parameters


ACMS OUTFUT: Canductivity parameters


ACMS QUTFUT: Canductivity parameters

| F10C | E 1 | CORE 1 | SPEC 1 | UNITS= SIm | $M=6 \quad N R=2$ | 17:06: ${ }^{\text {a }}$ | 03-07-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 346.27 | -1. 60 | 34.0 | 1.0154E-06 | 4.819E-08 |  |  |
| INT | 75.87 | 13.31 | 35.1 | $1.1477 \mathrm{E}-96$ | E. $703 \mathrm{JE}-08$ |  |  |
| MAX | 83.60 | -76. 53 | 8.8 | 1. 5008E-06 | 1. 3 E9E-08 |  |  |

ACMS OUTPUT: Carductivity parameters


ACMS OUTFUT: Conductivity parameters

| F10E | SITE 1 | CORE 1 | SFEC 1 | UNITS= SI m | $M=6 \quad N R=2$ | 17:15:00 | 03-07-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 81.55 | 8.48 | 46.E | 1.0038E-06 | 1.563E-08 |  |  |
| INT | 349.89 | 10.98 | 49. | 1.0847E-06 | E. $073 \mathrm{E}-09$ |  |  |
| MAX | 28.47 | -76.06 | 16. 9 | 1.5363E-06 | 7.717E-08 |  |  |

ACMS DUTFUT: Canductivity parameters


ACMS QUTFUT: Conductivity parameters


ACMS QUTFUT: CGnductivity parameters

```
MIN 3ここ.E9 0.85 1E.4 Э.04こ1E-07 8.978E-08
    INT 53.38-E0.54 16.0 1.106BE-06 4.767E-08
mAX
    55.94 69.44 11.7 1.4665E-06 8.441E-09
ACMS OUTPUT: Conductivity parameters
F1OI SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 6 NR= こ 17:31:07 03-07-1`90
FIOI SITE I COR INE RGS EV SNS SDEV
MIN 36.36 E.0B 16.4 1.0054E-06 2.318E-08
INT SOE.GE-15.\XiO EB.7 1.1936E-OG 1.55EE-0B
MAX EЭ8.77 74.65 E5.8 1.519JE-06 5.656E-08
ACMS QUTFUT: Conductivity parameters
FIOJ SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 6 NR= E 17:37:39 03-07-19`0
SUSC. DEC INC R9S EV SDEV
MIN 44.17 6.07 41.6 1.0E64E-0G 3.8E4E-0B
INT 314.07 0.91 45.7 1.178OE-OE S. こS9E-OF
MAX 35.50-83.87 19.5 1.5004E-06 E.511E-08
```

ACMS DUTFUT：Carductivity parameters


ACMS QUTFUT：Conductivity parameters
F11E SITE 1 CQRE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝$\quad 10: 51: 08$ 0こ－08－1990

| SUSC． | DEC | INC | $R 95$ | EV | SDEV |
| :--- | :---: | :--- | :--- | :--- | :--- |
| MIN | 38.59 | 5.85 | 16.6 | $1.98 \Xi 7 E-06$ | $9.35 E E-10$ |
| INT | 311.01 | 0.09 | 15.5 | E． $0939 E-06$ | $5.8 E O E-08$ |

MAX 38．e8－84．16 0．E 1．6000E－05 ᄅ．Э67E－08

ACMS OUTPUT：Canductivity parameters


ACMS QUTFUT：Conductivity parameters
PIID SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝ 6 NR＝ 2 11：01：00 03－08－1970

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MIN | 339.27 | き． 96 | 1.6 | $1.9285 E-06$ | $9.945 E-09$ |
| INT | 69.50 | 5.15 | 1.5 | e． $0494 E-06$ | E． $538 E-08$ |

MAX 39.51 －84．05 0．5 1．5958E－05 3．754E－08

ACMS QUTFUT：Conductivity parameters


ACMS QUTPUT：Conductivity parameters


ACMS OUTFUT：Corductivity parameters
PIIG SITE 1 CORE 1 SFEC 1 UNITS＝SI $m M=6$ NR＝ 2 11：13：30 03－08－1390 SUSC．DEC INC R9S EV SDEV $\begin{array}{lrrrrr}\text { MIN } & 3 \mathrm{E} .93 & 5.79 & 59.3 & \text { こ．} 0064 \mathrm{E}-06 & 1.499 E-08 \\ \text { INT } & 302.18 & -0.99 & 58.9 & \text { 2．0E36E－06 } & 3.478 E-09\end{array}$


```
ACMS DUTFUT: Coriductivity parameters
P11H SITE 1, CORE 1 SFEC 1 UNITS= SI m M= 6 NR= E 11:19:35 03-08-1950
SUSC. DEC INC RFS EV SDEV
MIN 71.69 5.15 31.7 E.0OG1E-06 4.0JEE-OB
INT 341.41 З. Ј丂 31.7 こ.1こ7EE-0E 1.017E-08
MAX 5`. E5-83.91 0.1 1.5944E-05 4.468E-08
ACMS QUTFUT: Conductivity parameters
P11I SITE 1 CORE 1 SFEC 1 UNITS= SI m M= G NR= E 11:Eこ:40 03-68-1990
SUSC. DEC INC RGS EV SDEV
MIN 31.07 5.81 17.4 1.970EE-OE 4.348E-08
INT 301.14 -1.E4 17.9 E.1053E-06 5.11EE-08
MAX 43.19 -94.06 0.3 1.5`04E-05 こ.13EE-0B
ACMS QUTFUT: Conductivity parameters
F11J SITE 1 CORE 1 SPEC 1 UNITS= SI m M= G NR= E 11:E7:06 0J-0日-1990
SUSC. DEC INC RGE EV SDEV
MIN EEG.8O -Е.OG E3.1 1.991EE-OG 1.58GE-OB
INT 16.70 5.14 23.3 こ.0610E-OG 3. E68E-OE
MAX 38.57-84.47 0.3 1.5839E-05 こ.46ЭE-08
```

ACMS OUTFUT: Coriductivity parameters


ACMS OUTFUT: Conductivity parameters
P1EE SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 6 NR= E 1E:5シ:08 0З-08-1970
SUSC. DEC INC RYS EV SDEV

| MIN | 55.08 | 1.10 | 4.1 | $5 . E 694 E-07$ | E.08JE-08 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| INT | $\Xi E 5.0 E$ | 0.10 | 4.3 | $E .7414 E-07$ | $5.544 E-08$ |
| MAX | 57.55 | -88.90 | 1.5 | $3.34 E 4 E-06$ | $1.234 E-08$ |

ACMS DUTFUT: Coriductivity parameters


ACMS DUTFUT: Conductivity parameters

| F12D | E 1 | CORE 1 | SPEC 1 | UNITS $=\mathrm{SI} \mathrm{m}$ | $M=6 \quad N R=$ a | 13:00:11 | 03-08-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 320.44 | -3. 35 | 2. 7 | 4.4447E-07 | $1.571 \mathrm{E}-08$ |  |  |
| INT | 50. 36 | E. 00 | 3.0 | 6. $7596 \mathrm{E}-07$ | 1.697E-08 |  |  |
| MAX | こ79.90 | 86. 9 ¢ | 2.0 | 3. 3759 CO | 9.714E-08 |  |  |

ACMS OUTFUT: Conductivity parameters


ACMS QUTFUT: Carductivity parameters


ACMS OUTFUT: Conductivity parameters


ACMS DUTFUT：Corducivivity parameters


ACMS QUTFUT：Conductivity parameters
PIEI SITE 1 CORE 1 SPEC 1 UNITS＝SIm M＝ 6 NR＝こ 13： $34: シ 1 \quad 03-08-1990$

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | :---: | :---: | :---: | :---: |
| MIN | 44.46 | 3.26 | 13.9 | $4.8318 E-07$ | $3.970 E-08$ |
| INT | 314.60 | -2.56 | 13.9 | $6.9 \Xi 78 E-07$ | $8.919 E-08$ |
| MAX | $8 \Xi .67$ | -85.85 | 1.4 | $3.47 \Xi 7 E-06$ | $3.593 E-09$ |

ACMS QUTFUT：Conductivity parameters

| piej | E 1 | CORE 1 | SPEC 1 | UNITS＝ 51 m | $M=E \quad N R=E$ | 13：こ8：09 | $05-08-1990$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Susc． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 16． 34 | 1.73 | 66.1 | 5．7930E－07 | E． $769 \mathrm{E}-09$ |  |  |
| INT | E86． 48 | －4．13 | 66． 1 | 6．4577E－07 | 7．03ЗE－08 |  |  |
| Max | 80.67 | －85． 41 | 3.2 | 3．4068E－06 | $1.803 \mathrm{E}-08$ |  |  |

ACMS QUTFUT：Corductivity parameters
FIJA SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝ 6 NR＝$=16: 19: 40 \quad 03-08-1990$ SUSC．DEC INC RG5 EV SDEV

| MIN | 11.52 | 5.08 | 24.1 | $1.36 E Э E-0 E$ | $1.875 E-08$ |
| :--- | ---: | ---: | ---: | ---: | ---: |

INT 281． $81-3.24$ E3．6 1．3854E－06 2．З6こE－08
MAX 44．ミ1－83．97 6．7 E．24こ7E－б
5． $018 \mathrm{E}-08$

ACMS QUTPUT：Carductivity parameters
P13E SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝． 6 NR＝E 16：Е3：41 03－08－1930 SUSC．DEC INC R95 EV SDEV MIN こ1．57 3．7ヨ 2．8 1．ここ7JE－06 INT $291.87-4.53$ 3． $2.81 .4287 E-0 E$

3．678E－09

MAX $71.83-84.03$ E． 4 2． $1578 \mathrm{E}-06$

ACMS QUTFUT：Conductivity parameters


| S | DEC | INC | R95 | EV | $V$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | อ3． 07 | 4.69 | 8.7 | 1．2Э5こE－0E | 1． $353 \mathrm{E}-08$ |
| INT | 292． 35 | 1.50 | 1.7 | 1．4249E－06 | 6．294E－09 |
| Max | 2 | 5. | 8.8 | こ．2こ58E－06 | 3．035E－08 |

ACMS OUTFUT：Conductivity parameters


ACMS OUTFUT：Coriductivity parameters

| F13E | E 1 | CORE 1 | SPEC 1 | UNITS＝SI m | $M=E \quad N R=E$ | 16：39：57 | 03－08－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 18． 09 | 7.71 | 9.3 | 1．2409E－06 | 1．755E－08 |  |  |
| INT | 288． 41 | －E． 38 | 8.6 | 1．4759E－06 | 4． |  |  |
| MAX | 35.47 | －81．9E | 3.8 | E．こ606E－06 | 7．178E－08 |  |  |

ACMS QUTFUT：Conductivity parameters


ACMS OUTFUT：Carductivity parameters
P1JG SITE 1 CORE 1 SPEC 1 UNITS＝SI m $M=6$ NR＝$\quad$ 16：48：38 0J－08－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :--- | :--- | :--- | :--- |
| MIN | 50.47 | 0.16 | 80.3 | $1.2960 E-06$ | $1.630 E-0 B$ |
| INT | 30.0 .60 | 5.48 | 80.3 | $1.3160 E-06$ | $3.825 E-08$ |

INT 3EO． 0 O 5．48 80．ت 1． $3160 E-06$ 3．8E5E－08
MAX 321．83－84．52 4.3 2．2198E－06 8．696E－09

```
ACMS DUTFUT: Cmmductivity parameters
F13H SITE 1 CORE 1 SFEC 1 UNITS= SI m M= G NR= こ 16:53:こ7 03-08-1970
SUSC. DEC INC R9S EV SDEV
MIN EE.7E 7.3Э E.G 1.EOOBE-06 3.EBOE-0日
INT E92.84 -0.95 3.E 1.4490E-06 7.815E-08
MAX 30.19-8E.54 E.0 E.E5EЭE-0G E.677E-08
ACMS DUTFUT：Conductivity parameters
F1JI SITE 1 CORE 1 SFEC 1 UNITS＝ \(5 I\) m．M＝ 6 NR＝ 2 16：58：05 03－08－1970
SUSC．DEC INC RYS EV SDEV
MIN 3.58 4．89 35．7 1． \(3.371 E-06\) 1．538E－0日
INT \(\quad\) E73．67－1．04 35．7 1．3715E－06 3．87EE－08
MAX 15．74－85．00 2． 9 E．2149E－06 6．479E－08
ACMS QUTPUT：Carductivity parameters
```



ACMS QUTPUT：Conductivity parameters


ACMS OUTFUT：CErductivity paraneters
 SUSC．DEC INC RTS EV SDEV MIN こ与． 10 O． 0.31 8：． 0 こ．19こ7E－OE 3．437E－10


MAX $1.55-89.01$ 0．7 8．8680E－06 5．ЕडЗE－08

ACMS QUTPUT：Conductivity parameters


ACMS QUTFIIT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters

| F14E | TE 1 | CORE 1 S | SPEC 1 | UNITS＝SI m | $M=6 \quad N R=E$ | 1こ：13：08 | 03－13－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 11． 59 | 0.95 | 51.2 | E．1988E－06 | E．637E－08 |  |  |
| INT | 281．54 | －0．16 | 61.1 | E．E4E1E－06 | 6． 1 SEE－OB |  |  |
| MAX | 23．07 | －89．03 | 0.6 | 8．8586E－06 | 7．5З7E－09 |  |  |

ACMS OUTFUT：Conductivity parameters


ACMS QUTFUT：Cornductivity parameters


| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :--- | :--- | :--- | :--- |
| MIN | 320.36 | 0.82 | 75.4 | 2． $1978 E-06$ | ミ． $303 E-08$ |
| INT | 50.36 | 0.41 | 75.6 | E． $213 E E-06$ | $3.300 E-09$ |

MAX $347.69-89.09 \quad 0.7 \quad 8.8313 E-06$ 6．58玉EーO8

ACMS OUTFUT: Conductivity parameters


| SUSC. | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | :--- | :--- | :--- | :--- |
| MIN | 279.65 | 0.46 | 3.6 | E. 164 EE-06 | $4.95 E E-08$ |
| INT | 9.67 | 0.99 | 3.8 | E. $2393 E-0 E$ | $8.04 B E-09$ |

MAX $345.15-88.31$ 1.1 8.8897E-06 5. $94 \Xi E-09$

ACMS DUTFUT: Corductivity parameters


ACMS QUTFUT: Conductivity parameters
P14J SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 6 NR= E 1こ:36: 27 03-13-1990

| SUSC. | DEC | INC | RG5 | EV | SDEV |
| :--- | :---: | :---: | :--- | :--- | :--- |
| MIN | 304.53 | 0.30 | 33.2 | 2.0348E-06 | $4.657 E-08$ |
| INT | $34.5 \Xi$ | 0.47 | 33.1 | E. $2175 E-06$ | $5.590 E-09$ |

MAX $4.57-89.44 \quad 0.9 \quad 8.8497 E-06 \quad 7.059 E-09$

## P14J

## n $=$

Equal area lower hemisphere stereonét

ACMS QUTFUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters

| P158 | E | RE 1 | SPEC 1 | UNITS $=$ SI m | $M=6 \quad N R=\Xi$ | 1こ：24：43 | 03－14－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 28．46 | 0． 34 | 21．8 | 2．0603E－06 | 4．EBEE－09 |  |  |
| INT | こ98．43 | －6． 96 | 21.7 | 2． $2110 \mathrm{E}-06$ | 9．685E－08 |  |  |
| MAX | 296．62 | 83.04 | 2． 3 | 6． 781 EE－06 | 3． 245 E －08 |  |  |

ACMS DUTFUT：Conductivity parameters


ACMS DUTPUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters

| P15F | E 1 | RE 1 | SPEC 1 | UNITS $=$ SI m | $M=5 \quad N R=2$ | 12：48：07 | 0こー14－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | 895 | EV | SDEV |  |  |
| MIN | 50.50 | 4． $\mathrm{El}_{1}$ | 84.4 | 1．9681E－06 | 1．187E－08 |  |  |
| INT | 320.99 | －6． 31 | 84.4 | 2．Oこ50E－06 | 6． 359 E －08 |  |  |
| MAX | 289.40 | 81.90 | 1.7 | 6． $9754 \mathrm{E}-\mathrm{OE}$ | 1．047E－07 |  |  |

ACMS QUTPUT：Corductivity parameters



| SUSC． | DEC | INC | R9E | EV | SDEV |
| :--- | ---: | ---: | ---: | ---: | ---: |
| MIN | 314.39 | -7.18 | 68.6 | $1.9936 E-06$ | $6.006 E-08$ |
| INT | 43.61 | 6.39 | 68.6 | $2.1417 E-06$ | $8.137 E-08$ |
| MAX | E7E．78 | 80.44 | E．0 | $7.1413 E-06$ | $9.137 E-09$ |

ACMS QUTFUT：Conductivity parameters
P15I SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝E 13：45：00 03－14－1970
SUSC．DEC INC RFS EV SDEV

MIN 48.81 3．85 51．3 1．9757E－06 3．969E－0日
INT $319.16-5.44$ S1．З こ．0こ61E－06 1．503E－08
MAX 283．71 83． 33 E． 7 6．840こE－06 6．737E－OB

ACMS DUTFUT：Conductivity parameters
PISJ SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝ 2 13：49：ت4 03－14－1390

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :--- | :--- | :--- |
| MIN | 331.56 | -4.92 | 30.5 | $1.8733 E-06$ | $1.544 E-07$ |
| INT | 61.39 | 3.18 | 30.6 | 2． $1081 E-06$ | $3.975 E-08$ |

INT 61．29 3．18 30．6 E．1081E－0E E．975E－08
MAX E9B．47 84．14 1．6 6． $3081 E-06 \quad 7.396 E-08$

## P15J

$n=10$
Equal amea lower
hemisphere stereonet

ACMS DUTPUT：Conductivity parameters


ACMS DUTFUT：Conductivity parameters
F1GE SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝6．NR＝ C 14：11：55 03－14－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | ---: | ---: | ---: | ---: |
| MIN | 354.41 | -5.65 | 21.0 | $1.2035 E-06$ | $1.507 E-09$ |
| INT | $84.1 \Xi$ | $E .89$ | 21.6 | $1.4579 E-06$ | $9.853 E-08$ |
| MAX | $3 E 7.19$ | 83.65 | 5.0 | $5.0413 E-06$ | $1.667 E-07$ |

ACMS QUTFUT：Conductivity parameters


ACMS OUTFUT：Conductivity parameters
FIGD SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝ 6 NR＝ 2 14：20：56 03－14－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | :--- | :--- | :--- | :--- |
| MIN | 57.84 | -5.47 | 25.1 | $1.2363 E-06$ | S．902E－08 |
| INT | 327.47 | -3.88 | 25.1 | $1.4518 E-06$ | $9.697 E-08$ |



ACMS DUTPUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters
P1GF SITE 1 CDRE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝こ 14：こЭ：39 0ご14－1990 SUSC．DEC INC R9S EV SDEV MIN 40．08－3．2ᄅ 29．8 1．1989E－06 5．713E－09 INT $310.02-1.23$ 29．9 1．55EEE－06 3．140E－08 MAX 19．11 86．55 2．4 4．9385E－06 1．096E－07

ACMS DUTFUT：Conductivity parameters


ACMS DUTFUT: Loriductivity parameters


ACMS QUTFUT: Conductivity parameters


ACMS QUTFUT: Conductivity pararaeters
PIGJ SITE 1 CORE 1 SPEC 1 UNITS=SI m M= 6 NR= 2 14:49:07 03-14-1990
SUSC. DEC INC R95 EV SDEV

| MIN | 61.14 | -3.43 | 78.9 | $1.3700 E-06$ | 2.084E-08 |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| INT | 330.93 | -3.51 | 78.3 | $1.3476 E-06$ | $5.433 E-0 B$ |

1168E-06
P16J
Pul henisphere stereonet

ACMS QUTPUT: Conductivity parameters

| P18A | SITE 1 | CORE 1 S | SPEC 1 | UNITS = SI m | $M=6 \quad N R=2$ | 11:28:09 | 03-15-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 300.65 | -7.13 | 45.1 | 7.83こ7E-07 | E. 106E-08 |  |  |
| INT | 30.90 | -2. 12 | 45.2 | 8. $6300 \mathrm{E}-07$ | 4. 901 E -08 |  |  |
| MAX | 317.35 | 82. 56 | 3.2 | 4.6841E-06 | 9. 150E-08 |  |  |

ACMS QUTPUT: Conductivity parameters


ACMS OUTFUT: Conductivity parameters


ACMS QUTFUT: Conductivity parameters


ACMS QUTFUT: Conductivity parameters
P1gE SITE 1. CDRE 1 SPEC 1 UNITS= SI m M= 12 NR= 2 11:49:35 03-15-1990

| SUSC. | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | :---: | :--- | :--- | :---: |
| MIN | 299.55 | -7.53 | 87.3 | $7.284 E E-07$ | $3.571 E-08$ |
| INT | 29.57 | -0.63 | 87.4 | $8.1915 E-07$ | $4.377 E-08$ |

MAX 304.40 82.45 6.1 4.782ЭE-06 3.747E-08

ACMS OUTFUT: Conductivity parameters

| P18F | SITE 1 | CORE 1 S | SPEC 1 | UNITS $=51 \mathrm{~m}$ | $M=6 \quad N R=2$ | 11:54:40 | 03-15-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 45. 04 | -1.15 | 59.9 | $6.1759 E-07$ | $1.474 \mathrm{E}-08$ |  |  |
| INT | 314. 91 | -6.64 | 59.8 | $1.0808 \mathrm{E}-06$ | 4. 200E-07 |  |  |
| MAX | 324.78 | 83. 56 | 6.2 | 4.8341E-06 | 9.072E-08 |  |  |

ACMS OUTFUT: Conductivity parameters
P18G SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 6 NR= 2 1:1:59:18 03-15-1990

| SUSC. | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | ---: | :--- | :--- | :--- |
| MIN | 354.95 | -6.59 | 61.1 | $7.57 E E E-07$ | $9.680 E-08$ |
| INT | 84.67 | E.24 | 61.1 | $7.7696 E-07$ | $9.647 E-08$ |

MAX 335. 36 83.03 2. 1 4.8470E-06 1.391E-07

HCMS ELTFUT：Comauctivity parameters
P18H SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝6 NR＝ 2 1こ：04：06 03－15－1990
SUSC．DEC INC RYS EV SDEV
MIN $38.82-4.57 \quad 53.4$ 6．5082E－07 1．626E－07
INT 308．31－6．4E 53．4 7．3585E－07 1．343E－07
MAX 344．07 82．11 3．2 4．70こЭE－06 6．こ43E－08
ACMS OUTPUT：Conductivity parameters
P1日I SITE 1 CORE 1 SPEL 1 UNITS＝SI m M＝6 NR＝ 2 12：08：29 03－15－1990 SUSC．DEC INC R95 EV SDEV
MIN SO．25－3．05 20．9 6．2374E－07 1．706E－0B
INT $319.90-6.70 \quad 20.9 \quad 9.1569 E-07 \quad 1.089 E-07$
MAX 344．60 82．64 1．1 4．7176E－06 9．358E－08
ACMS QUTFUT：Conductivity parameters

| P18J | 1 | E 1 | SPEC 1 | UNITS＝SI m | $M=G \quad N R=2$ | 12：12：55 | 03－15－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 41.25 | －4．83 | 51.0 | 6．7901E－07 | 2．742E－08 |  |  |
| INT | 310.69 | －6． 68 | 51.2 | 8．726こE－07 | 1．635E－07 |  |  |
| MAX | 346． 86 | 81.74 | 2． 4 | 4．7689E－06 | 8．O67E－08 |  |  |

P18． ก $=$


ACMS DUTFUT：Corductivity parameters

| Fı9A | E 1 | CORE 1 | SFEEC 1 | UNITS＝SI m | $M=6 \quad N R=2$ | 14：00： 27 | 03－ジ－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 310.33 | 8.23 | 18.7 | 4．9433E－06 | 9．769E－08 |  |  |
| INT | 41.37 | 7.85 | 18.7 | 5．Е85こE－06 | 4．466E－08 |  |  |
| MAX | 354.45 | －78．58 | 1.5 | 1．608JE－05 | 1．EE1E－07 |  |  |

ACMS GUTFUT：Conductivity parameters


ACMS QUTFUT：Corductivity pamameters


ACMS DUTFUT：Corductivity paraneters


ACMS OUTFUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters


RCMS QUTFUT：CGriductivity parameters
F1FH SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝已 14：37：36 03－Е7－1990 SUSC．DEC INC RFS EV SDEV MIN 333.66 10． 30 78．6 5．1247E－06 7．9E8E－08
INT $64.54 \quad 4.98 \quad 78.6 \quad 5.3459 E-06$ ．1．J゙BE－07
$\operatorname{MAX} \quad 0.30-78.63 \quad 1.9 \quad 1.6063 E-05$ Э．367E－08
ACMS QUTFUT：Conductivity parameters
F1FI SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝ 6 NR＝$こ$ 14：4こ：11 03－E7－1990 SUSC．DEC INC RYS EV SDEV
MIN 已巳． 58 11．76 19．e 5．1679E－0G 3．951E－08
INT こЭ1．50 5．75 19．1 5．こ095E－06 こ．373E－08
MAX 355.89 －76．88 1．1 1．6E14E－05 9．143E－08
ACMS OUTFUT：Conductivity parameters
PIGJ SITE 1 CORE 1 SFEC 1 UNITS＝SI $m M=6$ NR＝$\quad 14: 46: 49 \quad 03-27-1390$ SUSC．DEC INC RFS EV SDEV MIN 80．08 0．60 40．7 4．3869E－06 3．713E－08
INT $350.01 \quad 11.63 \quad 40.7$ 5．1849E－06 7．ESJE－0B
MAX 35こ． 97 －78．36 1．0 1．6こ5EE－05 1．2Э6E－07


ACMS OUTFUT: Conductivity parameters
PROA SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 6 NR= 2 10:56:45 04-0S-1990

| SUSC. | DEC | INC | RYS | EV | SDEV |
| :--- | ---: | ---: | :--- | :--- | :--- |
| MIN | 83.83 | -0.34 | 53.6 | $1.4265 E-O 6$ | $7.755 E-0 B$ |
| INT | 353.80 | 1.56 | 53.6 | $1.6379 E-O 6$ | $1.402 E-07$ |

ACMS DUTPUT: Conductivity parameters


ACMS DUTPUT: Conductivity parameters


ACMS DUTFUT: Conductivity parameters

| PEOD | SITE 1 | CORE 1 | SPEC 1 | LUNITS= SI m | $M=6 \quad N R=2$ | 11:10: 36 | 04-0ミ-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 271.75 | 2.74 | 47.4 | 1.4973E-06 | 1.266E-07 |  |  |
| INT | 358.67 | 1.72 | 46. 4 | 1. $7006 E-06$ | 8.83डE-08 |  |  |
| MAX | 358.61 | -88.28 | 3.0 | 8. 639EE-06 | 9.877E-08 |  |  |

ACMS DUTFUT: Coriductivity parameters


| SLSE. | DEC | INC | R95 | EV | SDEV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 5를 21 | 4.03 | 10.2 | 1.4995E-O6 | 1.041E-07 |
| INT | 3른.01 | ㄹ.93 | 10.1 | 1.9041E-06 | 1.498E-07 |
| MAX | 16.08 | 5. 02 | 1.8 | 8.9670E-06 | 9.967E-08 |

ACMS OUTPUT: Canductivity parameters


ACMS DUTFUT: Conductivity parameters
PEOG SITE 1 CQRE 1 SPEC 1 UNITS= SI m M= 6 NR= 2 1:1:24:53 04-02-1990

| SUSC | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | ---: | :--- | :--- | :--- |
| MIN | 339.60 | -0.83 | 70.2 | $1.4719 E-06$ | $1.059 E-07$ |
| INT | $69.2 B$ | 0.05 | 70.4 | $1.5134 E-06$ | $7.045 E-08$ |

MAX 343.67 89.17 1.8 8.6388E-06 6.539E-08


FOH SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝ SUSC．DEC INC RЭE EV SDEV MIN こ77．07－0．76 45．ᄅ 1．4799E－06 3．577E－0日
INT $7.05 \quad 3.08 \quad 45.3 \quad 1.6752 E-06 \quad 3.776 E-O B$


ACMS DUTPUT：Cariductivity parameters
FEOI SITE 1 CDRE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝ 2 11：34：3日 04－0E－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :--- | :--- | :--- | :--- |
| MIN | 285.59 | 0.75 | 15.5. | $1.23 E 5 E-06$ | $7.152 E-08$ |
| INT | 15.65 | 4.29 | 15.5 | $1.637 E E-05$ | $5.526 E-08$ |

MAX $5.73-85.65$ 1．4 8．7563E－OG 2．359E－07

ACMS QUTFUT：Conductivity parameters


| SUSC． | DEC | INC | RS5 | EV | SDEV |
| :--- | :---: | :--- | :--- | :--- | :--- |
| MIN | 60.86 | 0.88 | 35.4 | $1.4172 E-06$ | $6.036 E-08$ |
| INT | 330.86 | 0.36 | 35.5 | $1.6507 E-06$ | $9.14 E E-08$ |

INT 330.86 0．36 35．5 1．65こ7E－06 9．14EE－0E
$\operatorname{MAX} \quad 37.33-89.05$ 1．5 8．6E79E－0G 2．411E－07
p20．
$n=10$
Equal area lower hemisphere stereonet

ACMS QUTFUT：Conductivity parameters


ACMS OUTFUT：Conductivity parameters


| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :--- | :--- | :---: |
| MIN | E30． 35 | 1.04 | 29.0 | $1.9768 E-06$ | $1.394 E-07$ |
| INT | E0．93 | -1.65 | 39.1 | $2.2983 E-06$ | $4.765 E-08$ |

MAX 53.17 88．05 2．7 6．3E95E－06 1．294E－07
ACMS QUTFUT：Canductivity parameters


ACMS OUTPUT：Canductivity parameters
PEID SITE 1．CORE 1 SFEC 1 UNITS＝SI m M＝6 NR＝ 2 10：29：21 04－1已－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MIN | 296.77 | 0.14 | 39.1 | $2.1810 E-06$ | $8.401 E-08$ |
| INT | 26.78 | -0.35 | 39.1 | $2.3788 E-06$ | $5.969 E-08$ |
| MAX | 41.96 | 89.62 | 6.5 | $6.1981 E-06$ | $1.965 E-07$ |

ACMS QUTFUT：Corductivity parameters

| Pこ1E | 1 | CORE | SPEC 1 | UNITS＝SI m | $M=6 \quad N R=3$ | 10：34：03 | 04－12－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 52． 56 | －2．96 | 35.1 | ㄹ． 118 ®巨－06 | 6．568E－09 |  |  |
| INT | 3ここ． 51 | －1．10 | 35．2 | 2． 41 E9E－OE | こ．131E－07 |  |  |
| Max | 31.93 | 86.84 | 4.7 | 6．25E4E－06 | 8．754E－0日 |  |  |

ACMS QUTFUT：Corductivity parameters
PEIF SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝ 6 NR＝ 2 10：39：1E 04－1ミ－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :--- | :--- | :--- |
| MIN | 78.47 | -6.45 | 13.4 | $1.9482 E-06$ | $6.847 E-08$ |
| INT | 348.27 | -1.85 | 13.7 | $2.3905 E-06$ | $3.181 E-08$ |

MAX 62． 34 83．E8 3．3 6．24E3E－06 1．916E－07

ACMS QUTFUT：Coriductivity parameters


ACMS DUTFUT：Curiductivity parameters
PEIH SITE 1 CORE 1 SPEC 1 UNITS＝SI m $M=6$ NR＝ 2 10：51：03 04－1こ－1990 SUSC．DEC INC RGS EV SI M M＝SDE
MIN 66． 36 －3．70 9．0 2．1EQSE－06 1．698E－07
INT उЗ6．3E－0．03 7．こ こ． 7018 E －06 6．590E－07
MAX 67．51 86．30 5．4 6．1025E－06 1．34르아
ACMS DUTFUT：Conductivity parameters
POII SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝ 6 NR＝ E 10：55：04 04－1E－1990 SUSC．DEC INC RヲS EV SDEV
MIN 280．41 3.68 7．3 2．0476E－06 1．039E－07
INT 10．11－4．63 7．3 E．415ЕE－06 6．00ЗE－08
MAX 48．72 84．0e 1．6 6．1739E－06 1．127E－07
ACMS OUTFUT：Cernductivity parameters
PE1J SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝6 NR＝$\quad$ ．10：59：07 04－1E－1990 SUSC．DEC INC RYS EV SDEV MIN 83．15－6．29 ES．9 こ．141EE－06 1．087E－07
INT 35 E．53－5．55 こ5． 3 E．Е849E－06 1．187E－07
MAX 41．41 81．60 3．4 6．156日E－06 1．EこЭE－07


ACMS QUTFUT: Conductivity parameters


ACMS OUTFUT: Corductivity parameters


ACMS QUTPUT: Conductivity parameters


ACMS OUTPUT: Conductivity parameters

| F2es | SITE 1 | QRE 1 | SFEC 1 | UNITS $=$ SI m | $M=6 \quad N R=E$ | 11:29:16 | 04-10-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 70.0E | 1.34 | 60.0 | 2.7601E-06 | 9. $738 \mathrm{E}-08$ |  |  |
| INT | 340.13 | -5.43 | 60.0 | 2. 97 25E-06 | 2.35JE-07 |  |  |
| MAX | 3こ6.こ4 | 84.41 | 0.7 | 1. $2953 \mathrm{E}-05$ | 8.417E-08 |  |  |

ACMS OUTFUT: Conductivity parameters
PERF SITE 1 CORE 1 SFEC 1 UNITS= SI m M=6 NR= E 11:35:37 04-10-1970

| SUSC. | DEC | INC | R9E | EV | SDEV |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- |
| MIN | 88.56 | $3.3 E$ | 54.6 | $2.6967 E-06$ | $1.531 E-07$ |
| INT | 358.23 | -4.08 | 54.8 | $2.7896 E-06$ | $1.346 E-07$ |


| INT | 358.33 | -4.08 | 54.8 | 2. $7896 E-06$ | $1.946 E-07$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

ACMS OUTPUT: Conductivity parameters


```
ACMS OUTPUT: Conductivity parameters
FEEH SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 6 NR= E 11:4E:46 04-10-1990
SUSC. DEC INC RF5 EV SDEV
MIN 85.60 3.14 70.0 E.7849E-06 3.03EE-08
INT 355.71 -3.68 70.1 こ.9010E-06 1.336E-07
MAX 315. 34 85.17 1.3 1.2&J9E-05 8.978E-O8
ACMS OUTFUT: Conductivity parameters
PEEI SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 6 NR= E 11:46:53 04-10-1390
SUSC. DEC INC RY5 EV SDEV
MIN 3ЕG.87 -5.64 86.6 こ.766EE-06 1.8こ4E-07
INT 57.14 0.38 86.9 \.8276E-06 1. 203E-07
MAX 3ご.13 84.35 0.8 1.3109E-05 9. З97E-08
ACMS OUTPUT：Conductivity parameters
PEEJ SITE 1 CORE 1 SFEC 1 UNITS＝SI m \(M=6\) NR＝ 2 11：50：52 04－10－1950
SUSC．DEC INC RЭE EV SDEV
\begin{tabular}{lrrrrr} 
MIN & 80.02 & 1.72 & 29.8 & 2．6813E－06 & \(3.731 E-08\) \\
INT & 350.15 & -5.42 & 29.8 & 3． \(8730 E-06\) & \(4.542 E-08\)
\end{tabular}
MAX 332．52 84．32 1．6 1．2989E－05 1．199E－07
```

ACMS OUTFUT：Conductivity parameters

| FE3A | SITE 1 | CORE 1 | SPEC 1 | UNITS $=51 \mathrm{~m}$ | $M=E \quad N R=E$ | 10：31：57 | 94－E4－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 29． 33 | 1． 31 | 77．${ }^{\text {® }}$ | 1． $2674 \mathrm{E}-06$ | 6．066E－09 |  |  |
| INT | こЭ9．ミ9 | $-3.07$ | 77． | 1．4838E－06 | E． $744 \mathrm{E}-07$ |  |  |
| MAX | E76． 31 | 85．E4 | 1.7 | 7．6535E－06 | 1．84EE－07 |  |  |
| ACMS OUTFUT：Conductivity parameters |  |  |  |  |  |  |  |
| Fese | SITE 1 | CORE 1 | SFEC 1 | UNITS $=$ SI m | $M=6 \quad N R=\Xi$ | 10：38：18 | 04－こ4－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 15.37 | 1.60 | E6． 6 | 1．4909E－06 | E．3EOE－08 |  |  |
| INT | こ85． 46 | －3．E7 | EG．E | 1．6958E－06 | 1．O7EE－07 |  |  |
| MAX | 79．37 | －86． 35 | 1.8 | 9．51ごE－OE | 6．5EOE－08 |  |  |

ACMS OLTFUT：Corductivity parameters


ACMS OUTFUT：Conductivity parameters


ACMS OUTFUT：Comductivity parameters


ACMS QUTFUT：Conductivity parameters
FESF SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝E 10：SE：1E 04－E4－1790
SUSC．DEC INC RYE EV SDEV

| MIN EE． $8 E$ | E． 67 | 10.5 | $1.416 E E-06$ | $8.094 E-09$ |
| :--- | :--- | :--- | :--- | :--- | :--- |

INT JこE． 80 O． 08 10．5 $1.6857 E-0 E \quad 4.113 E-08$

| max | 48．З1－87． 1 － | 1．2 9．5689E－06 |
| :---: | :---: | :---: |

ACMS OUTFUT：Coriductivity parameters

| Fご心 | SITE 1 | CORE 1 | SFEC 1 | UNITS＝SIm | $M=5 \quad N R=E$ | 11：00： 08 | 04－34－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 들． 98 | 3.34 | 57．こ | 1． 46 こヲE－06 | E． $349 \mathrm{E}-08$ |  |  |
| INT | 3こむ． 94 | －0．77 | 57.3 | 1．51こ日E－06 | 4．324E－08 |  |  |
| MAX | 65.98 | $-86.57$ | 1． 7 | 9．69こ6E－06 | 3．003E－08 |  |  |

ACMS QUTFUT：Cinductivity parameters
 SUSC．DEC INC RFE EV SDEV

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |

INT 10．58 0．E1 3E．E 1．4E77E－OE 1．4E6E－O7
MAX $87.57-87.67$ 1．E Э．559こE－OE 1．193E－07
ACMS OUTFUT：Coriductivity parameters
FEコI SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝E NR＝E 11：10：09 04－ヨ4－1990 SUSC．DEC INC RGS EV SDEV
MIN $34.41 \quad 1.49 \quad 50.9 \quad 1.305 S E-G E \quad 1.046 E-09$
INT $304.43-1.4 \Xi \quad 51.0 \quad 1.3843 E-06 \quad 4.41 \mathrm{JE}-08$
MAX 78．14－87．94 З．こ Э．ЗこЗЭEー06 1．ЈЗこE－98
ACMS QUTFUT：Corductivity parameters
FEJJ SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ 6 NR＝E 11：14：E9 04－34－1990 SUSC．DEC INC RЭ5 EV SDEV
MIN 86.61 1．79 55．9 1．3775E－OE 7．88OE－OE
INT 356．54 0．3E 55． 9 1．4347E－06 1． $146 \mathrm{E}-07$
MAX $75.77-88.18 \quad 1.4$ 9．48Е5E－06 E．596E－08
P23．
$n=10$

ACMS QUTFUT: Cunductivity parameters


ACMS QUTFUT: Comductivity parameters


ACMS DUTPUT: Cornductivity parameters


ACMS DUTFUT: Conductivity parameters


ACMS DUTFUT: Conductivity parameters

| FE4G | TE 1 | RE 1 | SFEC 1 | UNITS= SI m | $M=E \quad N R=E$ | 13:08:16 | 04-ES-1390 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 348.78 | -1E. 59 | 7气. 7 | 1. $4 \mathrm{Z} 49 \mathrm{E}-06$ | 7.876E-08 |  |  |
| INT | 80.41 | -6. 38 | 7き.8 | 1. $5754 \mathrm{E}-06$ | 5. 803E-08 |  |  |
| MAX | 16. 71 | 75.83 | 3. 8 | E. 46E3E-06 | 8.439E-08 |  |  |

ALivis ulfuit Larductivaty parameters


ACMS OUTFUT: Corductivi.ty parameters


ACMS QUTFUT: Comductivity parameters


Equal anea lower

## hemishhere

 stereonet

ACMS OUTFUT: Carductivity parameters


ACMS QUTFUT: Conductivity parameters


ACMS OUTFUT: Cornductivity parameters


ACMS OUTFUT: Conductivity parameters


ACMS DUTFUT: Conductivity paraneters


ACMS QUTFUT: Conductivity parameters



| INT | 43.97 | E. 34 | E7.0 | $1.4 E 5 \Xi E-06$ | $E .454 E-08$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| MAX | 341.13 | -83.57 | 10.4 | $1.8883 E-06$ | $1.017 E-08$ |

Very poor data.
Weak deformation and small sauple sfice are factors!


ACMS OUTFUT：Conductivity parameters

| Foes | E 1 | Core 1 | SPEC 1 | UNITS $=$ SI m | $M=6 \quad N R=2$ | 11：49：31 | 05－01－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 278． 96 | 1． 81 | 31.6 | 8． $7307 \mathrm{E}-07$ | 4．860E－08 |  |  |
| INT | B． 81 | －4．38 | 31.6 | 1．0571E－06 | 2． 717 E －08 |  |  |
| MAX | 28．82 | 84.70 | 4.8 | 3．こ720E－06 | 1．0日1E－08 |  |  |

ACMS QUTFUT：Conductivity parameters

| Poe6 | TE 1 | CORE 1 | SPEC E | UNITS＝SI m | $M=. E \quad N R=\Xi$ | 11：53：19 | 05－01－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 19.83 | 1.65 | 37.4 | 1．06ここE－06 | 7．309E－08 |  |  |
| INT | こ89．83 | 0.27 | 37.5 | 1． $2558 \mathrm{E}-06$ | 5．707E－09 |  |  |
| MAX | 7.65 | $-88.33$ | 3.1 | 3． $26715-06$ | 7．797E－08 |  |  |

ACMS QUTPUT：Conductivity parameters


ACMS OUTPUT：Conductivity parameters


ACMS OUTPUT：Conductivity parameters


ACMS OUTPUT：Conductivity parameters


ACMS QUTFUT：Coriductivity parameters


| P0こ6 | SITE 1 C | CORE 1 | SPEC 8 | UNITS $=$ SI m | $M=6 \quad N R=E$ | 12:19:30 | 05-01-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Susc. | DEE | INC | R95 | EV | SDEV |  |  |
| MIN | 39.47 | -5. 33 | 53.7 | 9. 1237E-07 | 1.465E-09 |  |  |
| INT | 309. 26 | -E. 31 | 53.6 | 1. 0264E-06 | 6. $610 \mathrm{E}-08$ |  |  |
| MAX | 15.91 | 84.17 | E. 4. | 3. 598こE-06 | 4. $348 \mathrm{E}-08$ |  |  |

ACMS DUTPUT: Corductivity parameters


ACMS OUTFUT: Canductivity parameters
POEG SITE 1 CORE 1 SPEC 10 UNITS= SI m M= 6 NR= E 12: $27: 41$ OE-01-1990

| SUSC. | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MIN | 235.92 | 0.12 | 81.8 | $7.5019 E-07$ | $1.541 E-07$ |
| INT | 25.95 | -3.88 | 81.9 | $9.8436 E-07$ | $7.510 E-08$ |

MAX E6. 99 86.11 5.9 3.53ЗЗE-06 4.549E-08

## P026

$n=10$

## Equal anea lower

 hemisphere stereonetACMS DUTFUT：Canductivity parameters

| P0e7 | SITE 1 | CORE 1 | SPEC 1 | UNITS＝SIm |  | 6 | $N R=3$ | 09：17：4こ | 05－6こ－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Susc． | DEC | INC | R95 | EV |  | SDE |  |  |  |
| MIN | 48．45 | －6． 15 | 8．8 | 1． $3635 \mathrm{E}-06$ |  | ． 38 | EE－07 |  |  |
| INT | 319．34 | 7.28 | 8．6 | 1． $7343 \mathrm{E}-06$ |  | ． 91 | 6E－08 |  |  |
| MAX | こ78．65 | －80．45 | 1.7 | こ． $7744 \mathrm{E}-06$ |  | ． 47 | 3E－08 |  |  |
| ACMS QUTPUT：Conductivity parameters |  |  |  |  |  |  |  |  |  |
| POE7 | SITE 1 | CORE 1 | SPEC E | UNITS＝SI m |  | ， 6 | $N R=2$ | 09：ここ：04 | 05－0こ－1990 |
| SUSC． | DEC | INC | R95 | EV |  | SDE |  |  |  |
| MIN | 325.87 | －7．76 | 50.1 | 1．3108E－06 |  | ． 27 | 3E－07 |  |  |
| INT | 56.63 | －5． 55 | 48．7 | 1．6597E－06 |  | ． 36 | OE－OB |  |  |
| MAX | 1.87 | 80.44 | 13.6 | こ． 7717 E －06 |  | ． 13 | 1E－07 |  |  |

ACMS OUTFUT：Conductivity parameters


ACMS DUTFUT：Canductivity parameters

| POE7 | SITE 1 | CORE 1 | SPEC 4 | UNITS $=$ SI m | $M=6 \quad N R=2$ | 0ヲ：3こ：きヨ | O5－0e－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | $R 95$ | EV | SDEV |  |  |
| MIN | 342． 55 | －7． 28 | 7.1 | 1．2756E－06 | 1．403E－07 |  |  |
| INT | 7こ． 93 | －そ． 98 | 18．3 | 1．6こ37E－06 | 6．902E－04 |  |  |
| MAX | 5.06 | 82． 13 | 17.0 | 2． $7107 \mathrm{E}-06$ | 2．509E－08 |  |  |

ACMS OUTFUT：Conductivity parameters


ACMS DUTPUT：Canductivity parameters
PQE7 SITE 1 CURE 1 SFEC 6 UNITS＝SI m M＝ 6 NR＝玉 09：4E：E8 O5－0こ－1990

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | ---: | :--- | :--- | :--- |
| MIN | 42.93 | -16.06 | 70.3 | $1.3933 E-06$ | $1.113 E-07$ |
| INT | 312.36 | 0.36 | 70.3 | $1.4983 E-06$ | $1.918 E-07$ |

$\begin{array}{llllll}\operatorname{MAX} & 44.30 & 73.93 & 11.9 \text { E．} 825 E E-06 \text { 1．047E－07 }\end{array}$
ACMS DUTFUT：Conductivity paraneters

| FOE7 | SITE 1 | CORE 1 S | SFEC 7 | UNITS＝SI m | $M=6 \quad N R=2$ | 09：47：13 | 05－0こ－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 34． 50 | －14．18 | 12.7 | 1．2891E－06 | 2．340E－07 |  |  |
| INT | 304.07 | －1．73 | 9.1 | 1．62ESE－06 | 4．575E－08 |  |  |
| MAX | 27．25 | 75．72 | 13.5 | こ．6こごE－06 | 5．217E－08 |  |  |

ACMS DUTFUUT：Canductivity parameters


ACMS OUTFUT：Ccriductivity parameters
POE7 SITE 1 CORE 1 SFEC 9 UNITS＝SI m M＝ 6 NR＝ 3 09：57：3E 05－0Е－1990 SUSC．DEC INC RGS EV SDEV

| MIN | $300 . ミ 7$ | 4.73 | 14.2 | $1.2107 E-06$ | E． $161 E-08$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| INT | 38.71 | -18.20 | 14.1 | $1.485 \Xi E-06$ | $3.208 E-08$ |

MAX 44.30 71．16 E．0 こ 日20こE－06

ACMS OUTFUT：Conductivity parameters
PQE7 SITE 1 CORE 1 SFEC 10 UNITS＝SI m M＝ 6 NR＝E 10：0E：16 OS－0E－1990
MIN 301.31 9．61 17．6 1．3113E－06 8．60EE－0日
INT JO． 39 －6．00 16． 3 1．5798E－06 こ．787E－09
MAX 88．77 78．64 E．8 E． 657 EE－O6 1．2JOE－0B
P027
$n=10$ hemisphere stereonet


ACMS QUTFUT：Canductivity parameters


ACMS DUTPUT：Corductivity parameters


ACMS QUTFUT：Corductivity parameters

| poes | E 1 | CORE 1 | SFEC 3 | UNITS $=51 \mathrm{~m}$ | $M=G \quad N R=2$ | 14：54：02 | 05－17－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 60.10 | －5． 30 | 59．6 | 1． $1543 \mathrm{E}-06$ | こ． 05 こE－08 |  |  |
| INT | 330.45 | 3.91 | 59．2 | 1．E16OE－06 | 4．056E－08 |  |  |
| MAX | 276． 70 | －83．41 | 8． 9 | 2． $7299 \mathrm{E}-06$ | 9．35こE－09 |  |  |

ACMS OUTFUT：Conductivity paranneters


ACMS DUTFUT：Conductivity parameters


ACMS OUTFUT：Conductivity parameters
POEG SITE 1 CORE 1 SFEC 7 UNITS＝SI m $M=\epsilon$ NR＝ 2 15：10：05 OS－17－1970

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :--- | :--- | :--- | :--- |
| MIN | 14.88 | 0.99 | 33.9 | $1.2210 E-06$ | $1.699 E-08$ |
| INT | 284.87 | 0.69 | 33.8 | $1.3793 E-06$ | $6.044 E-08$ |

MAX 339． 31 －88．79 14．5 2． $7828 E-06$ E．197E－07

ACMS OUTFUT：Corductivity parameters
POES SITE 1 CORE 1 SPEC 8 UNITS＝SI $m M=6$ NR＝$E$ 15：14：54 05－17－1990 SUSC．DEC INC RGS EV SDEV MIN 302.58 －2．55 71.3 1． $3.349 E-06$ 1．005E－07 INT ЗЕ． 65 －E．00 71．5 1．2759E－OE $9.010 E-08$
MAX 340.74 86．75 10.5 こ． $629 コ E-06 \quad 4.1$ 2日E－08
ACMS OUTPUT：Cenductivity parameters

ACMS OUTFUT：Canductivity parameters


PO28
$n=10$ Equal apea lower hemisphere
stereonet


ACMS DUTFUT：CErductivity parameters

| TFGG SUSC． | TE ${ }_{\text {dec }}$ | CORE I 1 | SFEC ${ }_{\text {R95 }}$ | $\underset{E V}{\text { UNITS }}=$ SI m | $\begin{aligned} & M=\frac{\epsilon}{S D E V} N=\Xi \\ & \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 353.23 | 3.37 | 70.3 | 3．568EE－07 | 4．0ここE－08 |
| INT | 83.07 | －玉． 68 | 70.4 | 3．7381E－07 | E． $910 \mathrm{E}-08$ |
| Max | 314.66 | －85．69 | 4.4 | 1．0775E－0¢ | 6． $105 \mathrm{E}-08$ |

ACMS OUTFUT：Conductivity parameters

| susc． | $\text { ITE } \underset{\text { DEC }}{1}$ | CORE 1 | SFEC E | UNITS $=$ SI m EV | $\begin{aligned} & M=\varepsilon \quad N R=E \\ & \operatorname{SDEV} \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 7.34 | －3．86 | 34.7 | 3． $3540 \mathrm{E}-07$ | 3．614E－08 |  |  |
| INT | 277．43 | 1． 3 ® | 35.0 | 3． 9 218E－07 | 9．4E4E－09 |  |  |
| MAX | E6． 34 | 85． 9 E | 5.5 | 1．0607E－06 | 1． $354 \mathrm{E}-08$ |  |  |
| ACMS | QUTFUT： | Conduct | ivity | parameters |  |  |  |
| tros | SITE 1 | CORE 1 | SPEC 3 | UNITS $=$ SI m | $M=6 \quad N R=E$ | 15： 1 1：55 | 06－25－1990 |
| susc． | DEC | INC | R 95 | EV | SDEV |  |  |
| MIN | 47． 34 | 3.04 | 16.9 | ᄅ． $8007 \mathrm{E}-107$ | 3．978E－08 |  |  |
| INT | 319.71 | －6． 87 | 17.3 | 4．0609E－07 | 2．8E1E－08 |  |  |
| MAX | 295． 64 | 8E． 48 | 7.3 | 1．0579E－06 | 2． $346 \mathrm{E}-08$ |  |  |

ACMS QUTFUT：Conductivity parameters


ACMS OUTPUT：Canductivity parameters


ACMS OUTFUT：Conductivity parameters
TFOE SITE 1 CORE 1 SFEC $\epsilon$ UNITS＝SI m M＝$\epsilon$ NR＝ E 15：33：07 06－E5－1990 SUSC．DEC INC RYS EV SDEV MIN 78.37 E．61 EЗ．5 $3 . E 4 E 7 E-07 \quad 4 . E 15 E-09$
 MAX EЭE．1E 日6． 96 6．4 1．1008E－06 1．598E－0日

ACMS QUTFUT：COnductivity parameters
TPOE SITE 1 CORE 1 SFEC 7 UNITS＝SI m $M=\epsilon$ NR＝$\Xi$ 15：36：4E OE－ES－1990 SUSC．DEC INC R95 EV SDEV
MIN $\quad$ E74．08 -5.16 67．1 $3.7913 \mathrm{E}-07$ E．094E－08

INT $4.51 \quad-4.34 \quad 66.1 \quad 3.8697 E-07 \quad 8.970 \mathrm{E}-07$
$\begin{array}{llllll}\text { MAX } & 314.41 & 83.25 & 13.4 & 1.1253 E-06 & 6.077 E-08\end{array}$

ACMS DUTFUUT：Curductivity paremeters
TFOE SITE 1 CORE 1 SFEC $B$ UNITS＝SI $m M=6$ NR＝$\Xi$ 15：41：51 0G－ES－1990 SUSC．DEC INC R9S EV SDEV

INT EE．41－1．ЕЗ Eこ． 8 4．0755E－07 З．Э83E－09

MAX 345.01 84． 34 11．1 1．10EEE－0E $3.446 E-08$
ACMS DUTFUT：COnductivity parameters

SUSC．DEC INC RYE EV SDEV
MIN 3E．71 З．09 17．3 З．1351E－07 4．249E－08
INT $302.89-3.41$ 18．3 4． $2.364 E-07$ 6．054E－08
MAX 80． $85-85.37$ 5．7 1．1058E－06 2．ЕごE－08

ACMS DUTFUT：Conductivity parameters
TFOG SITE 1 CORE 1 SFEC 10 UNITS＝SI m M＝ 6 NR＝E 15：50：05 0E－ES－1390 SUSC．DEC INC R95 EV SDEV
MIN $30.46 \quad 4.36 \quad 0.4 \quad 3.1979 E-07$ E． $357 E-08$
INT $300.45 \quad 0.36 \quad 1.3 \quad 4.12 B 1 E-07$ 1． $319 E-08$

IP96
$n=10$ Equal area lower hemisphere stereonet

ACMS OUTFUT：Conductivity parameters
 SUSC．DEC INC RTS EV SDEV



ACMS DUTFUT：Conductivity parameters


ACMS QUTFUT：Conductivity parameters


ACMS DUTFUT：Cornductivity parameters
TFOT SITE 1 CORE 1 SFEC 4 UNITS＝ $5 I$ m $M=6$ NR＝$\Xi$ 13： $35: 34$ 07－11－1930

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :--- | :--- | :--- |
| MIN | $330 . E 5$ | -6.65 | 49.4 | $1.1071 E-06$ | $8.509 E-08$ |
| INT | 271.41 | 77.26 | 38.5 | $1.1891 E-06$ | $1.44 E E-09$ |
| MAX | 58.38 | 10.77 | 57.3 | $1.2 \Xi 21 E-06$ | $3.815 E-08$ |

ACMS QUTFUT：Conductivity parameters
TFOT SITE 1 CORE 1 SFEC 5 UNITS＝SI m M＝6 NR＝E 13：39：10 07－11－1930 SUSC．DEC INC RFS EV SDEV MIN 53．82 33．7E 53．3 1．0907E－06 5．793E－07
INT こ8こ． 6 44．01 71．8 1．1959E－0E こ． $919 E-08$



ACMS OUTFUT: Corductivity parameters


ACMS QUTFUT: Conductivity parameters


ACMS QUTFUT: Corductivity parameters


ACMS DUTFUT: Conductivity parameters


ACMS DUTFUT: Corductivity parameters


ACMS QUTFUT: Conductivity parameters
TFOS SITE 1 CORE 1 SFEC 6 UNITS= SI m M= $G$ NR= こ 1こ:17:5E 07-1E-1390

| SUSC. | DEC | INC | R35 | EV | SDEV |
| :--- | :---: | :---: | :--- | :---: | :---: | :---: |
| MIN | 39.50 | 8.58 | 14.0 | $4.5909 E-07$ | E. $4 \Xi 6 E-09$ |
| INT | 309.73 | -1.57 | 14.4 | $6.3738 E-07$ | $1.17 \Xi E-08$ |



ACMS DUTFUT: Carductivity parameters


ACMS DUTPUT：Conductivity parameters
 SUSC．DEC INC R9S EV SDEV

| MIN | $3 己 1.42$ | -0.31 | 79.7 | $5.014 E E-07$ | $3 . E 17 E-08$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| INT | 51.44 | 7.84 | 79.9 | $5.501 E E-07$ | $1.4 E 1 E-0 日$ |

MAX Ј1．44 7．84 7ヨ． 5 S．EO1EEー

ACMS OUTFUT：Conductivity parameters


ACMS OUTFUT：Conductivity parameters
TFOB SITE 1 CORE 1 SFEC 10 UNITS＝SI m M＝ 6 NR＝E 13：JE：5E 07－1E－1970 SUSC．DEC INC RFS EV SDEV
MIN 71.78 1こ．45 69．7 4．9504E－07 1．EЭJE－08
INT 341.17 こ． 77 6Э． 6 5．4633E－07 З．5E4E－0B
MAX 58．85－77． 34 4．0 1． $2059 E-06$ 7．0こ4E－08
$n=10$

```
ACMS DUTPUT：Conductivity parameters
```

| TFO9 | E | RE 1 | SPEC 1 | UNITS $=51 \mathrm{~m}$ | $M=6 \quad N R=2$ | 11：47：36 | 07－34－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 312．E8 | 3.51 | 85.3 | 5．5ご96E－07 | 5． $910 \mathrm{E}-09$ |  |  |
| INT | 42． 40 | 2． 06 | 85.3 | 5．9491E－07 | 4．77EE－08 |  |  |
| MAX | 342.80 | －85．93 | $0 . E$ | 2． $4939 E-06$ | 4．925E－09 |  |  |

ACMS QUTPUT：Conductivity pamameters


ACMS QUTPUT：Conductivity parameters

| TPOF | E 1 | CORE 1 | SFEC 5 | UNITS＝SI | 6 NR＝こ | 13：03：56 | 07－24－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 291．56 | 3.65 | 29．4 | 5． S $^{\text {S }}$ 1E－07 | こ． $378 \mathrm{E}-\mathrm{OB}$ |  |  |
| INT | 21． 34 | －0．06 | 29．6 | 5． $9796 \mathrm{E}-07$ | 7．936E－09 |  |  |
| MAX | こэこ． 41 | －86． 35 | 4．こ | 2．4701E－06 | 8．398E－08 |  |  |

ACMS OUTPUT：Conductivity parameters

| TFO9 | E 1 | CORE 1 | SFEC 6 | LNITS $=$ SI m | $M=6 \quad N R=E$ | 1®：07：®8 | 07－24－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 294．15 | 3.98 | 1.5 | 5． $0314 \mathrm{E}-07$ | こ．ES3E－08 |  |  |
| INT | 24．20 | 0.84 | ㄹ． 3 | 6．6830E－07 | 3．505E－08 |  |  |
| MAX | こOE．こ7 | $-85.93$ | E．5 | 2． $3596 E-06$ | 3． $296 \mathrm{E}-08$ |  |  |

ACMS OUTPUT：Canductivity parameters


ACMS QUTFUT：Condmetivity parameters
TFOF SITE 1 CORE 1 SFEC B UNITS＝SI m M＝ 5 NR＝E 1E：14：57 07－Е4－1990
SUSC．DEC INC RGS EV SDEV
MIN 319.15 こ． 01 2B． 4 4． $3454 \mathrm{E}-07$ 4．44こE－08
INT 49．15－0．33 28．5 5． $3701 \mathrm{E}-07$ 3． $355 \mathrm{E}-08$
MAX 309．17－87．96 5．5 2．4740E－06 5．70EE－08
ACMS DUTFUT：Conductivity parameters

ACMS QUTPUT：Conductivity parameters

SUSC．DEC INC RYS EV SDEV
$\begin{array}{lrllll}\text { MIN } & 54.81 & 1.01 & 20.9 & 5.6581 E-07 & 1.803 E-08 \\ \text { INT } & 324.75 & 3.76 & 20.9 & 5.7551 E-07 & 4.630 E\end{array}$
3.76 20．9 6．7551E－07 4．639E－08

MAX 339．81－86．11 1．2 2．435气Eー06 1．453E－08
IP09
$n=10$
Equal area lower hemisphere
stereonet

ACMS QUTFUT：Conductivity parameters


ACMS DUTFUT：Canductivity parameters

| TP10 | 1 | CORE 1 | SFEC 3 | UNITS $=5$ | $M=6 \quad N R=こ$ | 14：08：16 | 07－E5－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 319.57 | 4.82 | 10.6 | 3．748をE－07 | $1.961 \mathrm{E}-08$ |  |  |
| INT | 49.10 | －5．53 | 10.8 | 4．7836E－07 | $5.014 \mathrm{E}-08$ |  |  |
| MAX | 270．39 | －82．65 | E． 0 | 2．0784E－06 | 3．007E－07 |  |  |

ACMS DUTFUT：Conductivity parameters


ACMS DUTFUT：Conductivity parameters


ACMS QUTPUT：Coriductivity parameters
TF10 SITE 1 CORE 1 SPEC 6 UNITS＝SI m M＝ 6 NR＝$\because$ 14： $35: 51$ 07－

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | :---: | :---: | :---: | :---: |
| MIN | 304.97 | $7.3 \Omega$ | $3 E .1$ | $3.7234 E-07$ | $2.855 E-09$ |
| INT | 34.29 | -5.30 | $3 E .0$ | $4.7907 E-07$ | $7.730 E-08$ |

MAX $88.65 \quad 80.95$ こ． 7 こ． $0489 E-0 E \quad 7.415 E-08$

ACMS QUTFUT：Canductivity parameters
TP10 SITE 1 CORE 1 SPEC 7 UNITS＝SI m M＝6 NR＝E 14：E9：01 07－ES－1990
SUSC DEC INC R9E EV SDEV

| MIN | 336.34 | 0.15 | 4.5 | $3.5495 E-07$ | $1.354 E-08$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| INT | 66.30 | -6.50 | 5.5 | $5.064 E E-07$ | $1.155 E-08$ |

MAX 56．88 83．50 3．4 E．0870E－0E J．199E－08


| SUSC． | DEC | INC | R95 | EV | EV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | こ84．47 | 5.41 | 53.7 | 4．5775E－07 | 1． $376 \mathrm{E}-08$ |
| INT | 14.47 | 0.61 | 53.8 | 4．8こ85E－07 | E．6こ4E－08 |

MAX EЭ1．05－84．56 5．6 已．07E5E－06 7．e79E－08

ACMS OLTFUT：Corductivity parameters
TP10 SITE 1 CORE 1 SPEC 9 UNITS＝SI m M＝ 6 NR＝ 2 14：35：54 07－こ5－1930

| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | :---: | ---: | :---: | :---: | :---: |
| MIN | 51.69 | -2.73 | 6.7 | $4.3405 E-07$ | E．EO7E－OB |
| INT | 321.93 | 6.26 | 7.0 | $5.6320 E-07$ | E．E93E－OB |

MAX 298．28－83．17 3．7 2．015ЗE－O6 7．90こE－09
ACMS DUTPUT：Cenductivity parameters


TP10
$n=$
 hemisphere stereone

ACMS QUTFUT：Corductivity parameters

| TPII SITE 1 |  | E 1 | C 1 | UNITS $=$ SIm | $M=6 \quad N R=\Xi$ | 10： 5 E ： 08 | 9Э－OE－19Э0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 30E． 37 | O． 56 | 5.7 | 1．4508E－07 | 7． $6 \in 日 E-08$ |  |  |
| INT | Зこ． 36 | －3． 37 | 1．5 | E．7594E－07 | 1．583E－08 |  |  |
| MAX | 41.79 | 86． 58 | 5.7 | 7．17ごE－07 | 1．77こE－08 |  |  |

ACMS OUTFUT：Conductivity parameters


ACMS DUTFUT：Conductivity parameters


ACMS QUTFUT：Corductivity parameters

| TFil | E 1 | CORE 1 | SFEC 5 | UNITS＝SI m | $M=\epsilon \quad N R=E$ | 10：50： 39 | OF－0E－1790 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 30E． 57 | 0.53 | 4.7 | 1．677EE－97 | 3．4ごEE－08 |  |  |
| INT | 36． 53 | 6． 19 | 5.8 | E．884EE－07 | 1．717E－0日 |  |  |
| MAX | 31.74 | －8玉．79 | 4.1 | 7．77E1E－07 | 5．707E－0日 |  |  |

ACMS QUTFUT：Corductivity parameterns


ACMS DUTFUT：Conduetivity parameters

SUSC．DEC INC RGS EV SDEV

| MIN | $E 0.98$ | 8.45 | 50.9 | E． $6949 E-07$ | $4.639 E-08$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| INT | E．91．13 | -1.15 | 50.9 | E． $9871 E-07$ | $3.941 E-08$ |

MAX EB．85－81．47 1．7 7．6こ5OE－07 3．5ЗЭE－0日

GCMS DUTFUT：Conductivity parameters
TF11 SITE 1 CORE 1 SFEC 8 UNITS＝ $5 I m M=E N R=\Xi$ 11：0E：0E OF－0E－1390
SUSC．DEC INC RGE EV SDEV
MIN SE．こJ O．41 5E．0 ヨ．440ЭE－07 1．896E－08

MAX Зこ0．01－7E．5Э 13．0 7． $0.035 E-07$ 8．8こ7E－09
ACMS QUTFUT：Conductivity parameters

SUSC．DEC INC RFS EV SDEV
MIN ETJ．EG 5．0E 30.4 E．0110E－07 3． $981 E-08$

MAX ЗこЭ． 94 －80．85 10．E 7．131JE－07 1． $373 \mathrm{E}-98$
ACMS QUTFUT：Corductivity parameters
 SUSC．DEC INC RFS EV SDEV
MIN $\quad 309.07$－1．84 $19.1 \quad 1.3630 E-07 \quad 5.88 E E-07$
INT ЗЭ．05 0．7Є ご．
MAX E日G．こ4 88．00 10．1 7．509こE－07 З．8EJE－08
IP11
$n=10$ Equal area lowen hemi isphere
stereonet

ACMS QUTFUT：Conductivity parameters


ACMS DUTFUT：Conductivity parameters

| TF1E | E 1 | CORE I | SFEC E | UNITS $=$ ，SI m | $M=E \quad N R=E$ | 1こ：40：$\ddagger$ | 09－06－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Susc． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 38．1E | 7.48 | 57.9 | こ．ЗEЗこE－07 | 4．098E－08 |  |  |
| INT | 307． 39 | 5.50 | 57.9 | 3． 8953 COT | 3． $650 \mathrm{E}-09$ |  |  |
| MAX | 1.41 | $-80.70$ | 7.0 | 1．こ171E－0E | 8．757E－08 |  |  |

ACMS DUTFUT：Cenductivity parameters


ACMS QUTFUT：Coriductivity pamameters


ACMS DUTFUT：CGrductivity parameters
TF1E SITE 1 CORE 1 SFEC 5 UNITS＝SI m M＝G NR＝$\Xi$ 1E：51：44 09－0E－1990

| SU | DEC | INC | R95 | EV | SDEV |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 74.39 | O． 16 | E． 7 | こ．195EE－07 | 4．ЕЭ0 |
| NT | 344.45 | 7.57 | 9.8 | $4.8754 E-07$ | 5．05EE－68 |
|  |  |  |  | 1．1616E－06 | 721E－0日 |

ACMS OUTFUT：CGinductivity parameters


ACMS QUTFUT：CEndmetivity parameters


| SUSC． | DEC | INC | R95 | EV | SDEV |
| :--- | ---: | ---: | :--- | :--- | :--- |
| MIN | 316.64 | $E .09$ | 13.4 | E． $8579 E-07$ | $1.344 E-0 日$ |
| INT | $4 E .61$ | -0.96 | 14.3 | $4.7384 E-07$ | $1.068 E-09$ |



```
RCMS OUTFUT: Conductivity par`ameters
TFIE SITE 1 CORE 1 SFEC & UNITS= SI m M= E NR= E 13:OE:ES OG-0E-19`0
SUSC. DEC INC RGS EV SDEV
MIN 307.E8 0.89 30.E 3.0445E-07 E.3E1E-0S
INT 39.80 8.\XiЭ 31.4 4.3\Xi4EE-07 E.851E-0Э
MAX 3Ј.57-81.7E Э.5 1.107EE-06 E.6F4E-09
ACMS QUTFUT: Conductivity parameters
```



```
ACMS OUTFUT: Conductivity parameters
```



```
SUSC. DEC INC RFS EV SDEV
MIN \(351.38 \quad 0.4 E \quad 47.7 \quad 3.5913 E-07 \quad 3.316 E-08\)
INT 81.41 6.E7 47.E 4.E6E \(6 E-07\) 3.44EE-08
MAX \(77.66-83.7 E \quad\) 日. Е \(1.0589 E-06\) 4.105E-08
```



## APPENDIX B: AMS Raw Data for Loose Aggregates

The data for AMS measurements on the samples POO2 to PO28 and TPO6 to TP12 are presented in a similar format to the corresponding ACMS data in appendix. A. One major difference is that only two AMS measurements were performed on most specimens. This is because the signals were very strong and easily reproducable, with very small errors in the determination of magnitude and direction of the principal magnetic susceptibilities.

| FOOEA | SITE 1 | CORE 1 | SFEC 1 | UNITS＝SI m | $M=1 E \quad N R=E$ | 16：14：04 | 01－34－1390 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 3こ7．79 | －83．18 | 0.3 | 1．13EEE－01 | こ．$-13 E-05$ |  |  |
| INT | 8こ． 31 | －こ．84 | 0.8 | 1． $3457 \mathrm{E}-01$ | 3． 709 OE |  |  |
| MAX | 35こ． 61 | E． 17 | 0.8 | 1．こらこ4E－01 | 4． $148 \mathrm{E}-05$ |  |  |
| FOOEE | SITE 1 | CORE 1 | SFEC 1 | UNITS $=$ SIm | $M=1 E \quad N R=\vec{J}$ |  | 01－E4－1390 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 3こЭ． 99 | －83．12 | 0.1 | 1． 13 E7E－01 | 4． 37 ¢E－05 |  |  |
| INT | 83．7E | －E． 78 | E． 0 | 1． $5454 \mathrm{E}-01$ | E．5ごリヒ－05 |  |  |
| MAX | 354．0こ | 6． .9 | こ． 0 | 1．こちここE－01 | 3．$Э 59 \mathrm{O}$－05 |  |  |

 Equal anea lower heni sphere stereonet

## AMS




| FOO4A | SITE 1 | CORE 1 | SPEC 1 | UNITS $=$ SI m | $\mathrm{M}=1 \mathrm{E}$ | $N R=E$ | 14:40:00 | 01-E4-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |  |
| MIN | 81.59 | 83. 11 | 0.E | 1. O59EE-01 | E. 567 | -05 |  |  |
| INT | 338.30 | 1. EO | 3.8 | 1. ЗЗ6ЭE-01 | 5.668 | -05 |  |  |
| MAX | 68.10 | -E. 71 | 3.8 | 1. 3538E-01 | 1.809 | -04 |  |  |
| FOO4E | SITE 1 | CORE 1 | SFEC 1 | UNITS= SI m | $M=1 \Xi$ | $N R=E$ | 14:48: 23 | 01-34-1990 |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |  |
| MIN | 81.50 | 83.13 | 0.3 | 1.059EE-01 | 5. 054 | -05 |  |  |
| INT | 337.93 | 1. $6 こ$ | 4.E | 1.3370E-01 | 4.486 | -05 |  |  |
| MAX | 67.79 | -E. 68 | 4. $\Xi$ | 1. З5ЈЭE-01 | 1. 801 | -04 |  |  |



```
FOOEA SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 1E NR= E 15:01:05 01-E4-1990
SUSC. DEC INC RFS EV SDEV
MIN 304.E0-77.40 0.3 1.1E80E-01 7.7Э6E-OS
INT उE\Xi.ES 1E.00 E.7 1.317EE-01 1.78SE-0S
MAX 51.44 -\Xi.7Э E.7 1.34EЭE-01 5. 8EЭE-05
FOOSE SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 1E NR= E 15:09:43 01-E4-1990
SUSC. DEC INC RFS EV SDEV
MIN 304.33 -77.38 0.4 1.1680E-01 7.684E-05
INT 3E1.74 1E.0G 1.4 1.3180E-01 E.411E-OS
MAX 50. Э6 -3.67 1.4 1.3415E-01 E.475E-05
```

$n=2$
Equal area lower hemisphere stereonet



## HIIS


P007B
$\mathrm{n}=2$
Equal amea lower
hemisphere
stereonet

MAX = CIRCLE
INT = Tindicle
MIN $=$ sQuabe


FOOAE SITE 1 CORE 1 SFEC 1 UNITS= SI m M=1E NR= E 16:03:00 01-E4-1990 SUSC. DEC INC RFS EV SDEV
MIN $319 . E 3-81.79 \quad 0.6$ 1.375EE-O1 5.347E-05
INT 1.39 G.05 E3.5 1. 5 EE8FE-01 $1.430 E-04$
$\begin{array}{llllll}\operatorname{MAX} & E 71.48 & 5.54 & E 3.6 & 1.6377 E-01 & 1.554 E-04\end{array}$
P008B
$n=2$
Equal apea lower
hemisphere stereonet

| F009A | SITE 1 | CORE 1 | SPEC 1 | UNITS= SI m | $M=12 \quad N R=2$ | 15:58:32 | 03-14-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 347.13 | 79.20 | 4.1 | 4.9034E-05 | 2. 468E-08 |  |  |
| INT | 303.25 | -7.83 | 5.8 | 5. $0365 \mathrm{E}-05$ | 1. 239E-07 |  |  |
| MAX | 34. 27 | -7.40 | 4.8 | 5.1032E-05 | 1.997E-07 |  |  |
| P009B | SITE 1 | CORE 1 | SPEC 1 | UNITS= SI m | $M=12 \quad N R=3$ | 16:07:04 | 03-14-1990 |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 341.73 | 78.75 | 3.8 | 4.901OE-05 | 1.168E-08 |  |  |
| INT | 307.16 | -9.30 | 2. 6 | 5.0192E-05 | 1.187E-08 |  |  |
| MAX | 38.19 | -6. 27 | 2. 8 | 5.1192E-05 | 6. 510E-09 |  |  |



## AMS




FO11A SITE
SITE
CORE 1 SPEC 1 UNITS= $5 I$ m $M=12$ NR=
16:46:11 03-14-1990 SUSC.
MIN
INT MAX 35.8

DEC INC INC EV 0.6 2. $1070 E$ 0.6 2. 1070E-05 SDEV
5.455E-09
$73.89 \quad 1.48$
5.6 2.448OE-O5
8. 726E-09
343.85

1. 15
1.198E-0

PO11B SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 12 NR= 2 16:54:21 03-14-1990 SUSC


$$
\begin{array}{rr}
74.99 & 1.55 \\
344.93 & 1.60
\end{array}
$$

- 

8. 282E-09
9. 5 2.4339E-05 6.640E-09

## AMS

PO12A SITE 1 CQRE 1 SPEC 1 UNITS= SI m M= 12 NR= $\boldsymbol{E}$ 17:07:06 03-14-1990 SDEV
83. 67 -84.81 0.7 2.3205E-05 6. 280E-09

MI IN MA 295.62 $-4.4$ 2. 7 2. 5281E-05
6. 036E-09 25. 41
2. 73

こ. 7 2. 5585E-05

1. 994E-08

POIZB SITE 1 CORE 1 SPEC 1 UNITS= SI m M=12 NR= 2 17:14:34 03-14-1990 SUSC. DEC INC R95 EV

| MIN | 82.46 | -84.88 | 1.2 | $2.3208 E-05$ | $4.358 E-03$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| INT | 295.30 | -4.31 | 1.6 | $2.5287 E-05$ | $5.258 E-03$ |
| MAX | 25.09 | 2.77 | 2.0 | $2.5594 E-05$ | $1.443 E-08$ |

## P012B

n = Equal area lower hemisphere stereonet


```
HMS PATA
FO13A SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 12 NR= e 11:28:54 03-13-1970
SUSC.
    DEC
    INC
    73.08 85.44
    4.6:3
274.76
    85.44
MIN
INT
MAX
-1.68
```

```
FO13A SITE 1 CORE 1 SFEC 1 UNITS= SI m M=12 NR= \(e 11: 28: 54 \quad 03-13-1970\) SUSC.
73.08
274.76
\(\begin{array}{lrccll}\text { SUSC. } & \text { DEC } & \text { INC } & \text { R9E } & \text { EV } & \text { SDEV } \\ \text { MIN } & 73.8 E & 85.43 & 0.9 & \text { E. } 1863 E-05 & 8.299 E-09 \\ \text { INT } & 0.97 & -1.36 & 9.3 & \text { 2. } 388 E E-05 & 1.163 E-08\end{array}\)
MAX 270.00 4.39 B. 1 2.4030E-05 1.382E-OB
```



P014B
$n=2$
Equal amea lower
hemisphere stereonet


FO1SA SITE 1 CURE 1 SPEC 1 UNITS= $51 \mathrm{~m} M=1 E$ NR= E 11:55:18 03-14-1990 SLSC. DEC INC R9S EV SDEV
MIN 358.64 88.72 0.8 2.1560E-05 1.211E-08
INT 344.69 -1.24 1.9 2.4481E-05 5.564E-09
$\operatorname{MAX} \quad 74.69-0.32 \quad 2.0 \quad 2.4631 E-05 \quad 3.487 E-09$
PO15B SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 1E NR= 2 12:05:16 03-14-1390 SUSC. DEC INC R95 EV SDEV
MIN 2.78 88.72 0.8 2.1526E-05 $1.414 E-08$
INT $348.39-1.25$ 4.0 2.4424E-05 7.930E-09
$\begin{array}{llllll}\operatorname{MAX} & 78.39 & -0.31 & 4.1 & 2.4575 E-05 & 3.465 E-09\end{array}$


## +MS

PQIGA SITE 1 CORE 1 SPEC 1 LNITS= $51 \mathrm{~m} M=12$ NR= 2 15:0G:4E 03-14-1990 SUSC. DEC INC R9S EV SDEV
MIN 18.44 83.69 0.7 E. こЭ7EE-05 3.815E-09
INT 84.44 -2.58 2.0 2.5554E-OS 5.320E-0 3
MAX 354.17 -5.75 1.9 2.5881E-05 9. З7JEー09
PQ1GE SITE 1 CQRE 1 SFEC 1 UNITS= $5 I m M=12 \quad N R=Z 15: 14: 57$ 03-14-1990 SUSC. DEC INC RYS EV SDEV

| MIN | 26.11 | 83.52 | 2. 1 | 2. $2985 E-05$ | 2. 053E-09 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| INT | 85.17 | -3.35 | 3.2 | 2.5568E-05 | $1.001 E-08$ |

MAX 354.83 -5.55 2.5 2.5903E-05 8.887E-09
P016B
$n=2$
Equal amea lower hemisphere stereonet
AME

FQ1gA SITE 1 CORE 1 SPEC 1 UNITS= $51 \mathrm{~m} M=12$ NR= 2 11:06:32 03-15-1990 $\begin{array}{lrccccc}\text { SUSC. } & \text { DEC } & \text { INC } & \text { R95 } & \text { EV } & \text { SDEV } \\ \text { MIN } & 332.30 & 54.17 & 1.1 & 2.1914 E-05 & 7.303 E-09 \\ \text { INT } & 23.88 & -3.63 & 1.3 & 2.5242 E-05 & 6.719 E-09\end{array}$
MAX 293.59 -4.56 1.0 2.56日3E-05 4.599E-09
PQ18B SITE 1 CORE 1 SPEC 1 LNITS= SI m M= 1E NR= 2 11:15:0日 03-15-1990
SUSC. DEC INC R95 EV SDEV
MIN $331.99 \quad 84.17$ 1.4 2.1912E-05 5.717E-09
INT 24.18 -3.59 1.2 2.5245E-05 4.898E-09
MAX 293. 89 -4.60 0.6 2.5685E-05 9.5З7E-09

P018B
$n=2$
Equal area lower hemisphere stereonet

## AMS

| P019A | SITE 1 | CORE 1 | SPEC 1 | UNITS＝SI m | $M=12 \quad N R=E$ | 15：30：35 | 03－27－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 348.43 | －87．77 | 0.8 | 1．87EOE－05 | 4．041E－09 |  |  |
| INT | 305．47 | 2． 06 | 3.8 | 2．3935E－05 | 3．008E－08 |  |  |
| MAX | 55.50 | 0.87 | 3.7 | 2． 4 ES3E－05 | 5．861E－08 |  |  |
| PC19E | SITE 1 | CORE 1 | SPEC 1 | UNITS＝SI m | $M=12 \quad N R=2$ | 15：40：50 | 0こージー1990 |
| SUSC． | DEC | INC | $R 95$ | EV | Sdev |  |  |
| MIN | 348.86 | －87．49 | 0.9 | $1.8705 \mathrm{E}-05$ | 7．0こ9E－09 |  |  |
| INT | 3こ4．E6 | E． 28 | 3.4 | 2．3979E－05 | 9．®87E－09 |  |  |
| MAX | 54.31 | 1.04 | 3.5 | 2． 4 296E－05 | 3．803E－OB |  |  |

MS P019B


## AMS

 $\begin{array}{lccccc}\text { FUSC. } & \text { DEC } & \text { INC } & \text { R95 } & \text { EV } & \text { SDEV } \\ \text { SUSN } & 18.37 & -88.36 & 1.6 & \text { 2. } 0714 E-05 & 8.104 E-08 \\ \text { MIN } & 76.37 & 0.88 & 11.9 & 2.4127 E-05 & 3.126 E-08\end{array}$ INT 76.33 0.88 11.8 2.41こ7E-05 3.126E-08 MAX 346.29 1.39 11.7 2.4236E-05 6. 2O2E-09

PQROB SITE 1 CORE 1 SPEC 1 UNITS= SI m M=1こ NR= 2 16:41:10 03-30-1990 SUSC. DEC INC RYS EV SDEV MIN $14.22-88.13 \quad 1.0 \quad 2.0753 E-05 \quad 1.037 E-08$
INT $75.43 \quad 0.91 \quad 6.5 \quad 2.408 E E-05 \quad 1.421 E-08$
MAX 345.38 1.64 6.5 2.4185E-05 9.521E-09.
PQEOE FSN= 1 LSN= 1 D SN= $0 \quad N T=1 \quad N A=2$ 16:42:26 03-30-1990
P0208
$n=2$ Equal area lower hewisphere stereonet

AMS

POE1A SITE 1 CORE 1 SPEC 1 UNITS＝SI m $M=12$ NR＝ 2 11：1E：55 04－12－1990 SUSC．DEC INC R95 EV SDEV MIN 20．16 88．53 0．5 1．8296E－05 6．224E－0
INT 4．60－1．33 1．1 2．0695E－05 9．396E－09

MAX 274．61 0．37 1．1 2．1271E－05 1．662E－09

Pロミ1B SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝12 NR＝2 11：25：37 04－1：3－1390 SUSC．DEC INC R9S EV SDEV MIN 23．54 88．6e 0．9 1．8304E－05 3．417E－09
INT $4.39-1.31 \quad 1.0 \quad 2.0703 E-05$ 4．202E－09
MAX $074.41 \quad 0.45 \quad 0.9$ こ．1273E－05 5．541E－07

P021B
$n=2$
Equal amea lower
hemisphere stereonet


## AH

| POEEA | SITE 1 | CORE 1 | SFEC 1 | UNITS= SI m | $M=1 \Xi \quad N R=E$ | 14:15:49 | 04-10-1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 3е2. 28 | 84.95 | 0.5 | 2.0046E-05 | 4.731E-09 |  |  |
| INT | 64.88 | 1. 11 | E. 1 | 2.3967E-05 | 9.690E-09 |  |  |
| MAX | 334.79 | -4.93 | 2. 1 | 2. 4162 E -05 | 6. $470 \mathrm{E}-09$ |  |  |
| P0こ2B | SITE 1 | CORE 1 | SFEEC | UNITS= SI m | $M=12 \quad N R=2$ | 14:24:25 | 04-10-1990 |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 321.29 | 84.80 | 0.6 | 2. 0058E-05 | 6.809E-09 |  |  |
| INT | 66. 20 | 1. 35 | 1.7 | 2. 3795E-05 | 6. $946 \mathrm{E}-09$ |  |  |
| MAX | 336. 32 | -5. 03 | 1.5 | 2.4186E-05 | 4. $213 \mathrm{E}-09$ |  |  |

## AMS

FQEJA SITE 1 CORE 1 SFEC 1 UNITS＝$S I m M=1 E$ NR＝$\quad \mathrm{E}$ 11：47：38 04－こ4－1990
SUSC．DEC INC RYS EV SDEV
MIN $47 . E \in$ 87．84 O．E 巳．0361E－05 1．469E－0B
INT ES． 15 －E．06 E． 7 E．3751E－0S 7．771E－09
MaX 335．1E－0．65 2．7 E．3898E－05 8．481E－09
POE3E SITE 1 CORE 1 SPEC 1 UNITS＝SI m M＝1E NR＝e 11：58：07 04－Е4－1990 SUSC．DEC INC RYS EV SDEV
MIN 64．34 87．41 0．7 E．0391E－05 4．557E－09
INT E5．1E－2．59 0．9 2．375EE－05 8．560E－09
MAX 335.13 －0．02 0．6 こ．3911E－05 6．844E－09
P023B
$\mathrm{n}=2$
Equal area lower hemisphere stereonet

```
M/1
FOE4A SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 1E NR= E 11:JE:0E 04-ES-1.790
SUSC. DEC INC RFS EV SDEV
MIN 308.80-81.84 5.3 3.1047E-05 3.444E-08
INT E8S.48 7.3S 10.8 3.1988E-05 E.SF9E-0日
MAX 13.9З 3.45 11.3 3.E367E-05 8.830E-0日
FOE4E SITE 1 CORE 1 SPEC 1 UNITS= SI m M= 1E NR= E 11:45:17 64-ES-1790
SUSC. DEC INC R95 EV SDEV
MIN 306.96-8E.E6 3.1 3.1136E-05 6.407E-09
INT E8З.30 7.09 E.8 3.EO7EE-0S 3.875E-09
MAX 13.67 3.07 3.9 3. こ5EBE-05 З.E49E-08
FOE4C SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 1E NR= \Xi 11:57:E` 04-ES-1990
SUSC. DEC INC RGS EV SDEN
MIN 307.49 - BE.10 3.4 3.1150E-OS E.EЭ8E-09
```



```
MAX 1E.5E 3.35 3.6 3. こ54ЗE-05 E.481E-08
```



## iMS

| FOこ5A | SITE 1 | CORE 1 | SFEC 1 | UNITS $=$ SI m | $M=12$ | $N R=3$ | 11：41：40 | 04－こ6－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |  |
| MIN | 41.85 | 69.05 | E． 4 | 3．0850E－O5 | 2． 443 | －08 |  |  |
| INT | 306． 78 | 1.87 | 4．$こ$ | 3．1781E－05 | 1．838 | －08 |  |  |
| MAX | 36． 25 | － 20.85 | 4.7 | 3． $1844 \mathrm{E}-05$ | 1.846 | －08 |  |  |
| POESA | SITE 1 | CORE 1 | SPEC 2 | UNITS＝SI m | $M=12$ | $N R=2$ | 11：49：56 | 04－：56－1970 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |  |
| MIN | 42． 33 | 69.43 | 3.0 | 3．0895E－05 | 3． 598 | －08 |  |  |
| INT | 306.28 | こ． | 10.1 | 3．1808E－05 | 5．$\underbrace{6}$ ¢ | －09 |  |  |
| MAX | 35．42 | －ご○．44 | 10.5 | 3．1890E－05 | 4． 245 | －08 |  |  |



## AMS

POEGA SITE 1 CORE 1 SPEC 1 UNITS＝ $5 I m M=12$ NR＝ 2 11：2こ：57 05－01－1390
SUSC．DEC INC RGS EV SDEV
MIN 29こ． 97 －88．84 1.4 2．4080E－05 4．034E－08
INT 14.03 0．22 6．5 2．6890E－0S 2．862E－OB
MAX 284．0こ 1.15 6．4 2．7112E－05 8．539E－09
FODGA SITE 1 CDRE 1 SFEC 2 UNITS＝SI m M＝12 NR＝2 11：31：20 05－01－1990
SUSC．DEC INC R9S EV SDEV
MIN 296．75－8g．92 2．2．4112E－0S 1．453E－OB
INT
$\begin{array}{lrl}\text { MAX 276．05 } & \text { 2．05 }\end{array}$
5．9 2． $6940 \mathrm{E}-05$ 1．45JE－08
MAX 27G．0S 1.01 5．7 2．7115E－0S 1．180E－OB
AMS
P026A
$n=2$ Equal area lower hemisphere stereonet

## AMS

| PDE7A | SITE 1 | CORE 1 | SPEC 1 | UNITS $=$ SI m | $M=12 \quad N R=2$ | 10:19:55 | O5-OE-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | 895 | EV | SDEV |  |  |
| MIN | 48.17 | 84.62 | 1.3 | 2.6977E-05 | 1.735E-09 |  |  |
| INT | 48.51 | -5. 38 | 1.2 | 2.8050E-05 | 3. 238E-08 |  |  |
| MAX | 318.50 | -0.01 | 1.0 | 2. $8361 \mathrm{E}-05$ | 1.175E-O8 |  |  |
| poe7A | SITE 1 | CORE 1 | SPEC 2 | UNITS $=51 \mathrm{~m}$ | $M=12 \quad N R=2$ | 10:28:53 | 05-0こ-1990 |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 47.57 | 84.57 | 2.5 | 2.6992E-05 | 7. 201E-09 |  |  |
| INT | 50.65 | -5.42 | 2. 8 | 2.8060E-05 | 1. $658 \mathrm{E}-08$ |  |  |
| MAX | 320.62 | -0. 29 | 1.3 | 2.8375E-05 | 3. 950E-09 |  |  |

AMS P027a $n=2$ Iqual area lower henisphere stereonet

A:15

FOEBA SITE 1 CORE 1 SFEC 1 UNITS= SI m M=1E NR= 2 15:37:54 05-17-1990 SUSC. DEC INC RYS EV SDEV
MIN 63.03 82.46 7.6 E.7976E-05 1.193E-07
INT 308.72 3.12 14.7 2.9773E-05 1.317E-07
MAX 38.34 -6.86 15.4 3.0075E-0S 2.068E-08

SUSC. DEC INC RYS EV SDEV
MIN 62. 27 82.69 8.4 2.7930E-05 8.764E-08
INT $325.56 \quad 0.87 \quad 11.8 \quad$ 2.9906E-0S 5. 297E-09
MAX $55.44-7.25 \quad 14.4 \quad 3.0121 E-05 \quad 2.444 E-08$
FOE8A FSN= O LSN= O D SN=-1 NT= Z NA= E 15:47:30 05-17-1970

f195

| TFOGA | SITE 1 | CORE 1 | SFEEC 1 | UNITS＝SI m | $M=1 \Xi \quad N R=\Xi$ | 16：07：43 | 06－ES－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 0． 14 | 84.96 | 1.0 | こ．3488E－05 | 5． $373 \mathrm{E}-09$ |  |  |
| INT | 1E． 00 | －4． 93 | 45.0 | 2．5111E－05 | 1．EごEー0日 |  |  |
| MAX | このご 7E | －1． 11 | 45． 1 | 2．5139E－05 | 3．17ЭE－0日 |  |  |
| TPOGA | SITE 1 | CORE 1 | SPEC E | UNITS＝SI m | $M=1 E \quad N R=E$ | 1Є：15：58 | 06－ご－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 357．35 | 85.04 | 1．$\Xi$ | こ．3509E－05 | 9．000E－09 |  |  |
| INT | E． E $^{\text {E }}$ | －4．70 | 57.9 | อ． $5144 \mathrm{E}-05$ | 5．1EЭE－09 |  |  |
| MAX | ごヒ． 37 | －0．78 | 57.9 | こ．5156E－05 | 8． 8 Э9E－09 |  |  |



## AMS




## AMS

TFOBA SITE 1 CORE 1 SFEC 1 UNITS＝SI m M＝ $1 \Xi N R=\Xi$ 1E：38：06 07－1ミ－1990 SUSC． MTN INT DEC INC RYS EV ت70． 61 8こ．8コ 77．10

35З． 18
MAX


CORE $1 \mathrm{SFEC} E$ UN
TPOBA SITE 1 CORE RES UNITS＝SI m M＝ 1


UNITS＝SI m M＝1E NR＝E 1E：4E：11 07－1E－19Э0 MIN E70．69 77.10 E． 1 E．4803E－05 0. こモge－0 INT E77．85－1E． 80 EZ．E E． $6001 E-05$ 1． $\mathrm{EBEE-0B}$ $\begin{array}{lllll}\text { MAX } \quad 7.51 & 1.56 & \text { E3．7 E．6059E－05 E．} 315 E-08\end{array}$

AMS IPP88
$n=2$
Equal apea lower
hemisphere stereonet


```
TFOYA SITE 1 CORE 1 SFEC 1 UNITS= SI m M= 1E NR= E 1E:37:40 07-E4-1390
SUSC. DEC INC R95 EV SDEV
MIN こЗこ.18-86.30 0.6 こ.0959E-05 E.386E-OF
INT 338.50 3.68 3.3 2.3214E-05 1.39EE-08
MAX 68.47 -0.40 3.3 E.3456E-05 1.30EE-08
TFOFA SITE 1 CORE 1 SFEC E UNITS= SI m M= 1E NR= 已 1こ:44:47 07-E4-1990
SUSC. DEC INC RGS EV SDEV
MIN 33`.83-86.26 0.7 2.0973E-05 2.2gOE-09
INT 337.61 3.73 E.1 2.3eこ9E-05 5. 288E-07
MAX 67.59 -0.31 E.1 E.3471E-05 1.Eこ7E-08
```

IP99A
$11=2$
Rqual anea lower hemisphere stereonet

MaX $=\operatorname{CIRCLE}$
MNTAMGL
MIN $=$ SUUARER

TF1OA SITE 1 CORE 1 SFEC 1 UNITS= SI m M=1E NR= ق 14:53:EB 07-ES-1390 SUSC. DEC INC RFS EV SDEV

INT MAX

TPIOA SITE 1 CORE
47.13
4.03
$-4.77$

SUSC. DEC COR

INT MAX
88.16 83.80
$317.95 \quad 4.01$
47. GE -4.7
0.7 2. 1775E-05 1.0 E. $3674 \mathrm{E}-05$
8. $747 \mathrm{E}-07$
$\begin{array}{rr}87.50 & 83.7 \\ 317.47 & 4.0\end{array}$
,
2. $3837 \mathrm{E}-05$
E. 867E-09
7. $8 \mathrm{EEE}-09$
7.691E-09

AMS

| TFi1A | SITE 1 | CORE 1 | SF＇EC 1 | LNITS＝SI m | $M=1 E \quad N R=E$ | 11：ジ： | 09－0E－19Э0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R75 | EV | SDEV |  |  |
| MIN | 77.61 | 86． 64 | 1.1 | こ．1E8EE－05 | 8．ここごーツす |  |  |
| INT | Еธ． $9 €$ | －E．09 | 3E． 4 | ごこ186E－05 | 5．41こE－68 |  |  |
| MAX | ごE．\％€ | E．$\epsilon 3$ | 3E． 4 | こ． 3331 E －05 | E．509E－08 |  |  |
| TF11A | SITE 1 | CORE 1 | SFEC E | UNITS $=$ SI m | $M=1 \Xi \quad N R=\Xi$ | 11：34：56 | 09－06－1990 |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 7E． 31 | 86.78 | 0.8 | こ．130日E－05 | E．536E－09 |  |  |
| INT | こ日． 9 こ | －E．3こ | 19.6 | ご．ここここモー05 | 3．49EE－68 |  |  |
| MAX | E99．01 | E． $\mathrm{E}^{4}$ | 19．5 | E．3Ј51E－05 | 8．8こ1E－09 |  |  |

IP11A
$n=2$
Equal area lower hemisphere stereonet

AMS

| TFIEA | SITE 1 | CORE 1 | SPEC 1 | UNITS $=$ SI m | $M=1 \Xi \quad N R=E$ | 1こ：こモ： 31 | 09－06－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | コココ．18 | －8E． 85 | E．E | こ．2989E－05 | こ．5ごヒー08 |  |  |
| INT | 0． 54 | E． $3 \in$ | 47.3 | こ． 44 E1E－05 | 5．986E－08 |  |  |
| MIAX | こ70． 33 | 3．ミ8 | 49.5 | E． E490E－05 $^{\text {S }}$ | 8．44EE－08 |  |  |
| TF1EA | GITE 1 | CORE 1 | SFEC E | UNITS＝SIm | $M=1 \Xi \quad N R=\Xi$ | 1こ：ごき：41 | 99－96－1990 |
| SUSC． | DEC | INC | Rヲ5 | EV | SDEV |  |  |
| MIN | こここ． 54 | －83． 01 | こ． 8 | E．30こ6E－05 | こ．З1日E－99 |  |  |
| INT | 357．84 | 6.37 | 41.9 | E． 451 EE－05 | 1．7こ1E－0日 |  |  |
| MAX | 87.38 | －3．83 | 41． 7 | こ． 4540 E －05 | 4．908E－08 |  |  |

TP12A
$n=2$ Equal area lower hemisphere stereonet


## APPENDIX C: Rf versus $\varnothing$ Plots

Rf versus $\emptyset$ plots for each of the digitized pyrrhotite aggregates follow. The variable $\varnothing$ is plotted on the $X$-axis in degrees and is denoted by the symbol ANGLE AX. Rf is plotted on the $Y$-axis where $R f=$ the grain shape ratio $X / Y$. Each point on the graphs represents a single digitized grain. The specimen number can be found in the six-digit number below ID. NR. . For example, 000002 represents $\mathrm{POO2}$ and 000028 represerits P 028.
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## APPENDIX D: Massive Specimen Data

The raw ACMS and AMS data for the Shebandowan massive sulphide specimens are listed below. The format is essentiaily the same as for the loose aggregates in appendices $A$ and $B$. Data for each sample is found on a single page with conductive ACMS data, including $P^{\prime}$ and $T$ followed by the corresponding AMS data.

Note the extremely low P" (ACMS) values. Also, most conductive fabrics are oblate (positive T), meaning that resistive fabrics are prolate (negative $T$ ). AMS fabrics all have oblate anisotropy (positive $T$ ). This is a much different relationship than existed between ACMS and AMS fabrics in the loose pyrrhotite aggregates.

ACMS QUTFUT：Cenductivity parameters

| SEO1 | TE 1 | CORE 1 | SPEC 1 | UNITS $=$ SI | $M=\epsilon \quad N R=E$ | 15：36：18 | 10－04－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Susc． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 309.16 | －74． 27 | 0.2 | 6．1341E－01 | 5．731E－05 |  |  |
| INT | 38． 37 | 0.25 | 1.4 | $6.5748 \mathrm{E}-01$ | 5．755E－05 |  |  |
| MAX | 308.23 | 15.72 | 1.3 | 6．6329E－01 | こ．こЭ9E－04 |  |  |

ACMS DUTFUT：Conductivity parameters
SBO1 SITE 1 CORE 1 SPEC 2 UNITS＝SI $\vee M=6$ NR＝$\Xi$ 15：41：1E 10－04－1990 $\begin{array}{lrrrrr}\text { SUSC．} & \text { DEC } & \text { INC } & \text { R95 } & \text { EV } & \text { SDEV } \\ \text { MIN } & 310.55 & -74.46 & 0.3 & 6.13 E 2 E-01 & 4.357 E-05 \\ \text { INT } & 39.00 & 0.45 & 1.2 & 6.5745 E-01 & 3.616 E-04\end{array}$

| INT | 39.00 | 0.45 | 1.2 | $6.5745 E-01$ | $3.616 E-04$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| MAX | 308.84 | 15.53 | $1 . E$ | $6.6 \Xi 97 E-01$ | $4.18 已 E-04$ |


| CN | SN | Kı／Ke | ке／k3 | $1 r_{1}(A)$ | 1 n （ E ） | F＇ | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.0088 | 1．0718 | 0.0088 | 0.0694 | 1.0894 | 0.7753 |
| 1 | 2 | 1.0084 | 1.07 El | 0.0084 | 0.0696 | 1.0894 | 0.7857 |
| mean |  | 1.0086 | 1．07e0 | 0.0085 | 0.0695 | 1.0894 | 0.7805 |
| sdev |  | 0.0003 | 0.0000 | 0.0002 | 0.0001 | 0.0000 | 0.0055 |

Normalised－principal and bulk susceptibilities follow

| CN | SN | Kmax | Kint | Kmin | K（bulk）g | K（bulk）a |
| ---: | :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.0294 | 1.0204 | 0.9520 | $6.4433 E-01$ | $6.447 E \mathrm{E}-01$ |
| 1 | 2 | 1.0292 | 1.0206 | 0.9520 | $6.4416 \mathrm{E}-01$ | $6.4454 \mathrm{E}-01$ |



| SEOOL | FSN | $N=0 \quad L S$ | $N=O \quad D$ | $\mathrm{N}=-1$ | $N A=$ | 15：56：58 | 10－04－1970 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CN | SN | K1／Ke | ке／к3 | $\ln (A)$ | $\ln (\mathrm{E})$ | $\mathrm{F}^{\prime}$ | T |
| 1. | 1 | 1．1271 | 5． 1623 | 0.1197 | 1.6414 | 7.1566 | 0.8641 |
| mean |  | 1． 1271 | 5.1623 | 0.1197 | 1.6414 | 7.1566 | 0.8641 |
| sdev |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

ACMS QUTPUT：Conductivity parameters
 SUSC．DEC INC R9S EV SDEV $\begin{array}{llrlll}\text { MIN } & 288.75 & 68.59 & 0.0 & 5.8955 E-01 & 9.62 日 E-05 \\ \text { INT } & 349.94 & -10.70 & 0.0 & 6.3966 E-01 & 1.210 E-04\end{array}$ MAX 76．35 18．31 0．0 6． $7855 E-01$ 1．EЗЗЕ－04

| SEOE | FSN＝ | －LSN | 0 D S | －1 NT＝ | 1 | $N A=1$ | 10：00：47 | 10－05 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CN | SN | K1／K2 | Кこ／トЗ | $\ln (A)$ |  | $\ln (\mathrm{B})$ | $\mathrm{P}^{\prime \prime}$ | T |
| 1 | 1 | 1．0921 | 1．08E8 | 0.0881 |  | $0.08 こ こ$ | 1．1869 | －0．0E80 |
| mear |  | 1．0921 | 1.0868 | 0.0881 |  | 0.0833 | 1.1867 | －0．0280 |
| sdev |  | 0.0000 | 0.0000 | 0.0000 |  | 0.0000 | 0.0000 | 0.0000 |
| Normalised－principal ard bulk susceptibilities follow |  |  |  |  |  |  |  |  |
| CN | SN | Kmax | Kirit | Kmin |  | （bulk） | K（bulk |  |
| 1 | 1 | 1.0903 | 0.9984 | 0.9186 |  | 4069E－01 | 6． 42 こ6 | －Oi |


| SEOOE | STE 1 | CORE 1 | SPEC 1 | UNITS $=5 I \vee$ | $M=1 E$ | $N R=E$ | 09：48：04 | 10－05－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |  |
| MIN | 50.67 | 81.83 | 1.1 | 9． 8753 E －0E | $6.413 E$ | －04 |  |  |
| INT | 27.70 | －8．08 | 1． 5 | 2． 73 ЗЗE－01 | 1． 100 E | －03 |  |  |
| MAX | ご9．18 | 3.38 | 1．2 | こ．36З7E－01 | E． 973 E | －05 |  |  |


| SBoOe | $F S N=0$ |  | $=0 \mathrm{D}$ | $N=-1 \quad N$ | $N A=$ | 09：49：04 | 10－05－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CN | SN | K1／K2 | KこノK3 | $1 n(A)$ | $\ln (\mathrm{E})$ | F9 | T |
| 1 | 1 | 1.0843 | こ．7678 | 0.0809 | 1.0191 | 3.4040 | $0.85 こ 7$ |
| mear |  | 1.0843 | 2．7678 | 0.0809 | 1． 0181 | 3.4040 | 0.8507 |
| sdev |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Normalised－principal ard bulk susceptibilities follow

| CN | SN | Kmax | Kirit | Kmin | K（bulk）g | K（bulk）a |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1．4819 | 1． 3667 | 0.4938 | 2． $0000 \mathrm{E}-01$ |  |

ACMS OUTFUT: Conductivity parameters

| 5803 | TE | CORE 1 | SPEC | UNITS $=$ SI | $M=\epsilon \quad N R=E$ | 10:10:58 | 10-05-1790 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC. | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 276.96 | 18.93 | 0.2 | 5. 9630E-01 | 2.503E-04 |  |  |
| INT | 2. 86 | -11.79 | 0.5 | $6.4439 E-01$ | 2.196E-04 |  |  |
| MAX | 62.67 | 67.46 | 0.5 | 6.6695E-01 | 1. 502E-04 |  |  |


| 5 SOS | FSN= | - LSN | $\bigcirc$ D | $=-1 \quad N T$ | $N A=$ | 1E:11 | 10-05-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CN | SN | K1/ke | ке/K3 | $\ln (\mathrm{A})$ | $1 \mathrm{~m}(\mathrm{~B})$ | P' | T |
| 1 | 1 | 1.0350 | 1.0806 | 0.0344 | 0.0775 | 1.1215 | 0.3858 |
| mean |  | 1.0350 | 1.0806 | 0.0344 | 0.0775 | 1.1215 | $0.385 z$ |
| sdev |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Nermalised-principal and bulk susceptibilities follow

| CN | SN | Kmax | Kint | Kmin | K(bulk)g | K(bulk)a |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.0500 | 1.0145 | 0.9388 | $6.3519 E-01$ | $6.3588 E-01$ |


| SEOOE SUSC. | $\begin{array}{r} \text { SITE } 1 \\ \text { DEC } \end{array}$ | CORE INC | $\begin{aligned} & \text { SPEC } 1 \\ & \text { R95 } \end{aligned}$ | $\underset{E V}{\text { UNITS }}=S I V$ | $\begin{gathered} M=1 \Xi \quad N R=\Xi \\ \text { SDEV } \end{gathered}$ | 10:24:44 | 10-05-1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MIN | 300.80 | 37.16 | 1.0 | 8.8947E-0E | 1.12EE-03 |  |  |
| INT | 67.91 | 38. 52 | 2.9 | 2. 5003E-01 | 7. $348 \mathrm{E}-04$ |  |  |
| MAX | 5.05 | -29. 82 | 2.7 | ᄅ. 7589E-01 | 1.387E-04 |  |  |

SEOOS FSN= 0 LSN= 0 D SN=-1 NT= 1 NA= 1 10:2s:12 10-05-1990

| CN | SN K1/KE | Ke/KJ | $\ln (A)$ | $\ln (B)$ | F, | T |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1.1034 | 2.8110 | 0.0384 | 1.0335 | 3.5047 | 0.8261 |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| mean | 1.1034 | 2.8110 | 0.0984 | 1.0335 | 3.5047 | 0.8261 |  |
| sdev | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |  |

Nommalised-principal and bulk susceptibilities follow

| CN | SN | Kmax | Kint | Kmin | K(bulk)g | K(bulk)a |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.5070 | 1.3657 | 0.4859 | $1.8307 E-01$ | E.0495E-01 |

ACMS QUTFUT: Conductivity parameters


SEO4 FSN = O LSN= O D SN=-1 NT= $1 \quad N A=1 \quad 10: 57: 45 \quad 10-05-1990$

| CN | SN K1/Ke | KE/K3 | $\ln (A)$ | $\ln (B)$ | P' | T |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1.0147 | 1.0443 | 0.0146 | 0.0434 | $1.062 \Omega$ | 0.4964 |
|  |  |  |  |  |  |  |  |
| mean | 1.0147 | 1.0443 | 0.0146 | 0.0434 | $1.062 巳$ | 0.4964 |  |
| sdev | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |  |

Normalised-principal and bulk susceptibilities follow

| CN | SN | Kmax | Kint | Kmin | K(bulk) | K(bulk)a |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.0245 | 1.0096 | 0.9668 | $6.8734 E-01$ | $6.8754 E-01$ |

SEOO4 SITE 1 CORE 1 SFEC 1 UNITS= SI $\vee M=12$ NR= 2 10:41:08 10-OS-1970
SUSC. DEC INC RF5 EV SDE
MIN $309.95163 .24 \quad 0.9 \quad$ 2. $1106 \mathrm{E}-01 \quad 1.788 \mathrm{E}-03$
INT 69.82 $14.10 \quad 0.9 \quad 3.7883 E-01 \quad 1.536 E-03$
MAX 345.7e -eЕ. e5 0.7 4.4300E-01 1. BO9E-03

SBCO4 FSN $=0 \quad$ LSN $=0 \quad D \quad S N=-1 \quad N T=1$. NA $=1 \quad 10: 42: 06 \quad 10-05-1790$

| CN | SN | K1/KE | ке/K3 | $\ln (\mathrm{A})$ | 1 rl ( B$)$ | P' | 77 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1. 1634 | 1.7349 | 0.1565 | 0.5849 | E. 1850 | 0.5779 |
| mean |  | 1. 1694 | 1.7949 | 0. 1565 | 0.5849 | 2. 1850 | 0.5779 |
| sdev |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Normalised-priricipal and bulk susceptibilities follow

| CN | SN | Kmax | Kint | Kmin | K(bulk) | K(bulk)a |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.3489 | 1.1535 | 0.6427 | $3.2841 E-01$ | $3.4429 E-01$ |

ACMS DUTPUT：Coriductivity parameters
SBOS SITE 1 CDRE 1 SFEC 1 UNITS＝SI $\vee M=6$ NR＝ 2 13：36：56 10－05－1990 $\begin{array}{lrcccc}\text { SUSC．} & \text { DEC } & \text { INC } & \text { R95 } & \text { EV } & \text { SDEV } \\ \text { MIN } & 40.66 & -24.23 & 0.1 & 6.377 \text { EE－01 } & 1.733 E-04 \\ \text { INT } & 303.74 & \text { 26．71 } & 0.2 & 7.1294 E-01 & \text { E．3こ1E－04 }\end{array}$


MAX こ74．75－5ミ．5こ 0．3 7．4355E－01 1．795E－04

| SEOS | FSN＝ | 0 LSN | 0 D SN | －1 NT＝ | $1 \mathrm{NA}=1$ | 13：37：54 | 10－05－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CN | SN | K1／Kこ | Kこ／K3 | $\ln (\mathrm{A})$ | $\ln (\mathrm{B})$ | P＂ | T |
| 1 | 1 | 1．04E9 | 1． 1180 | 0.0420 | 0.1115 | 1.1720 | 0.45 S |
| mean |  | 1．04E9 | 1.1180 | 0.0420 | 0.1115 | 1．17き0 | $0.45 こ 5$ |
| sdev |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Normalised－principal and bulk susceptibilities fallow |  |  |  |  |  |  |  |
| CN | SN | Kmax | Kint | Kmin | K（bulk） | K（bulk） |  |
| 1 | 1 | 1.0674 | 1．0234 | 0.9154 | 6．9663E－01 | 6． 9807 E |  |


| SB005 | SITE 1 | CORE 1 | SPEC 1 | UNITS $=$ SIV | $M=12 \quad N R=E$ | 13：48：49 | 10－05－1990 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SUSC． | DEC | INC | R95 | EV | SDEV |  |  |
| MIN | 55.64 | －51．71 | 0.6 | 1．5985E－01 | 2．199E－03 |  |  |
| INT | 1． 76 | 24．95 | 7.7 | 3．33こちE－01 | 8．440E－05 |  |  |
| MAX | 285.50 | －26． 97 | 7.8 | 3．542EE－01 | 1．677E－03 |  |  |


| SE005 | $F S N=0$ |  | $=0 \mathrm{D}$ | $=-1 \quad \mathrm{~N}$ | $N A=1$ | 13：49：${ }^{\text {a }}$ | 10－05 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CN | SN | K1／KE | KE／K3 | $\ln (A)$ | 1 n （ B ） | F＇ | T |
| 1 | 1 | 1．0629 | 2．0847 | 0.0610 | 0.7346 | ᄅ． 4 こ45 | 0.8466 |
| mean |  | 1．0629 | 2．0847 | 0.0610 | 0.7346 | 2． 4 245 | 0.8466 |
| sdev |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |

Normalised－principal and bulk susceptibilities fallaw

| CN | SN | Kmax | Kint | Kmin | $K(b u l k) g$ | $K(b u l k) a$ |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1.3305 | 1.3517 | 0.6004 | $2.6623 E-01$ | 2．8E44E－01 |

ACMS QUTFUT: Conductivity parameters
SBO9 SITE 1 CORE 1 SPEC 1 UNITS= SI $\vee M=6$ NR= 2 14:08:44 10-05-1990 SUSC. DEC INC R9S EV SDEV MIN 295.40-70.55 $0.0 \quad 6.1839 E-01 \quad 4.484 E-04$
INT 69.71-13.86 $1.9 \quad 7.6185 E-01 \quad 8.450 E-04$
$\begin{array}{llllll}\text { MAX } & 343.07 & 13.38 & 1.9 & 8.1944 E-01 & 1.081 E-03\end{array}$



| 58009 | FSN | $N=0 \quad L S N$ | $D=0 \quad D$ | $\mathrm{N}=-1 \quad \mathrm{NT}$ | $1 \quad N A=1$ | 14:01:17 | 10-05 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CN | SN | K1/K2 | келк3 | $\ln (\mathrm{A})$ | In(E) | F.' | T |
| 1 | 1 | 1.02E8 | 2.5662 | 0.0226 | 0.3424 | 3.0085 | 0.3533 |
| mears |  | 1.0ess | 2. 5652 | 0.0226 | 0.3424 | 3.0085 | 0.9533 |
| sdev |  | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| Normalised-principal and bulk susceptibilities follow |  |  |  |  |  |  |  |
| CN | SN | Kmax | Kint | Kmin | K(bulk)g | K(bulk) |  |
| 1 | 1 | 1.3898 | 1.3588 | 0. 5295 | 1.8773E-01 | 2. 0513 E | 01 |


[^0]:    The diagrams of figure $\mathbf{3} .30$ show that there is no apparent relationship between $P^{\prime}(A M S)$ and strain in these specimens. The mixed composition of these specimens may have been a factor in this lack of a relationship. Also, no chart recorded strains are available for comparison.

