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Abstract

This thesis addresses the critical concerns of fairness, accountability, transparency, and
ethics (FATE) within the context of artificial intelligence (AI) systems applied to social me-
dia and healthcare domains. First, a comprehensive survey examines existing research on
FATE in AI, specifically focusing on the subdomains of social media and healthcare. The
survey evaluates current solutions, highlights their benefits, limitations, and potential
challenges, and charts out future research directions. Key findings emphasize the sig-
nificance of statistical and intersectional fairness in ensuring equitable healthcare access
on social media platforms and highlight the pivotal role of transparency in AI systems
to foster accountability. Building upon the survey, this thesis delves into an analysis of
social media usage by healthcare organizations, with a specific emphasis on engagement
and sentiment forecasting during the COVID-19 pandemic. Data collection from Twit-
ter handles of pharmaceutical companies, public health agencies, and the World Health
Organization enables extensive analysis. Natural language processing (NLP)-based topic
modeling techniques are applied to identify health-related topics, while sentiment fore-
casting models are employed to gauge public sentiment. The results uncover the impact
of COVID-19-related topics on public engagement, highlighting the varying levels of en-
gagement across diverse healthcare organizations. Notably, the World Health Organiza-
tion exhibits dynamic engagement patterns over time, necessitating adaptable strategies.
The thesis further presents latest sentiment forecasting models, such as autoregressive
integrated moving average (ARIMA) and seasonal autoregressive integrated moving av-
erage with exogenous factors (SARIMAX), which enable organizations to optimize their
content strategies for maximum user engagement. Furthermore, discourse analysis is
conducted to unravel the factors that shape the content of tweets by healthcare organiza-
tions on Twitter. By employing topic modeling and association rule mining techniques,
this study uncovers text patterns that significantly influence tweet content across various
Twitter accounts. The analysis reveals that establishing a reputable presence on Twit-
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ter extends beyond mere tweet popularity, as highly supported association rules do not
always translate into increased user engagement. Moreover, the study highlights varia-
tions in language use and style among different categories of Twitter accounts. Overall,
this thesis makes contributions to the field of NLP for social media and healthcare inter-
ventions. By addressing the dimensions of fairness, transparency, and ethics in AI design,
it offers insights and practical implications for analyzing public engagement and optimiz-
ing content strategies. The integration of AI and NLP techniques empowers healthcare
organizations to enhance health literacy, ensure equitable access to healthcare informa-
tion, and foster maximum public engagement, thereby advancing the field and ultimately
improving healthcare outcomes.
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Chapter 1

Introduction

Social media intervention in healthcare has increased in recent years. The advances in nat-
ural language processing (NLP) provide a unique opportunity to explore this area. This
thesis aims to capture the progress made through an analysis resulting in three seminal
research papers.

The main objectives of this thesis are to :

• Present a systematic review of fairness, accountability, transparency, and ethics (FATE)
in AI for social media and healthcare.

• Discuss the synergy between public and private healthcare organizations on Twit-
ter and develop an approach to create social media content that maximizes user
engagement based on sentiment and engagement analysis using forecasting mod-
els.

• Conduct a discourse analysis using association rule mining and causality analysis
on Twitter accounts of various healthcare organizations to develop a methodology
that can help fine-tune content for the audience.

In Chapter 2 of this thesis, readers will learn about computational methods employed
to ensure fairness in artificial intelligence systems used for social media and healthcare
domains. With the exponential growth of AI technologies, addressing and mitigating
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biases and discrimination perpetuated by these systems is imperative. I study 139 promi-
nent research articles and overall, the objectives of this chapter are to (1) discuss existing
definitions of FATE, (2) compare them in terms of computational methods, approaches,
and evaluation metrics, and (3) discuss their strengths and drawbacks.

Chapter 3 focuses on the engagement and sentiment of healthcare organizations on
Twitter during the COVID-19 pandemic. By examining the content shared by pharma-
ceutical companies, public health agencies, and non-government organizations (NGOs),
this chapter provides insights into the nature of information dissemination and its impact
on public engagement. Data were collected from the Twitter handles of 5 pharmaceutical
companies, 10 US and Canadian public health agencies, and the World Health Organiza-
tion (WHO) from January 1, 2017, to December 31, 2021. A total of 181,469 tweets were
divided into 2 phases for the analysis, before COVID-19 and during COVID-19, based on
the confirmation of the first COVID-19 community transmission case in North America
on February 26, 2020. I conducted content analysis to generate health-related topics using
NLP-based topic-modeling techniques, analyzed public engagement on Twitter, and per-
formed sentiment forecasting using 16 univariate moving-average and machine learning
(ML) models to understand the correlation between public opinion and tweet content.

Chapter 4 uncovers distinctive text patterns that influence tweet content through the
application of topic modeling and association rule mining. In this study, I collected a
total of 104,347 tweets from January 01, 2020, to December 31, 2022, and the main objec-
tives outlined in this chapter are (1) a discussion on significant text patterns that shape
the content of tweets by health agencies and pharmaceutical companies in the US and
Canada, and how do they compare with the WHO, and (2) an analysis and evaluation of
the impact of word patterns on the content shared by healthcare organizations on Twitter.

To conclude this research, Chapter 5 highlights the main contributions of this thesis
and outlines shortcomings and future research directions in this field. The key takeaways
of this thesis are:

• Finding 1: Statistical and intersectional fairness are highly significant in promoting
equitable healthcare practices within social media platforms. Furthermore, trans-
parency in AI systems is critical to ensure accountability and trustworthy decision-
making. There is a perpetual need for researchers and practitioners to remain abreast
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of the latest advancements in FATE research to navigate the evolving landscape ef-
fectively.

• Finding 2: People engage more on topics such as COVID-19 than medical trials
and customer experience on Twitter. In addition, there are notable differences in
user engagement levels across organizations. Global organizations, such as WHO,
show wide variations in engagement levels over time. The sentiment forecasting
method discussed presents a way for organizations to structure their future content
to ensure maximum user engagement.

• Finding 3: NLP methods, such as topic modeling, help identify the overall themes
and topics of the tweets, but association rule mining can help identify which words,
phrases, or language patterns are associated with higher or lower tweet popular-
ity, allowing organizations to adjust their messaging and communication strategies
accordingly. Using popular association rules also significantly increases the proba-
bility of a tweet getting reshared across all categories.

The research conducted during this work is open-sourced and readily available in
GitHub repositories12.

Overall, this thesis addresses the critical aspects of FATE in AI, explores the engage-
ment and sentiment of healthcare organizations on social media, and provides a compre-
hensive analysis of discourse and language patterns in their tweets. By examining these
interconnected topics, the thesis aims to offer valuable insights to researchers, practition-
ers, and policymakers in the domains of AI, healthcare, and social media. Through its
rigorous examination and analysis, this thesis contributes to the ongoing discourse sur-
rounding FATE in AI and its implications for social media and healthcare.

1https://github.com/manmeetkaurbaxi/Sentiment-Forecasting-on-tweets
2https://github.com/aditya-ml/Association-Rule-Mining
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Chapter 2

Towards FATE in AI for Social Media
and Healthcare: A Systematic Review

All of this chapter is submitted at a reputed journal as [178]:
• Singhal, A., Tanveer, H., & Mago, V. (2023). Towards FATE in AI for Social Media
and Healthcare: A Systematic Review

Over the course of my degree, I researched topics related to fairness, accountability, trans-
parency, and ethics to expand my knowledge in the field. As a result, I performed a system-
atic review to understand and analyze different research techniques and research applications
of FATE in social media and healthcare.

Keywords : fairness, accountability, transparency, ethics, artificial intelligence, so-
cial media, healthcare
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2.1 Introduction

2.1.1 Background

Machine learning algorithms are utilized by all stakeholders in today’s world. Most
fields, from governance to financial decision-making, and medical diagnosis to secu-
rity assessment, depend on artificial intelligence (AI) to deliver results. On the surface,
this progression towards automation has clear benefits: it is fast and reliable, and cost-
effective for businesses over time [131]. However, as research in AI continues to advance
at a rapid pace, it is becoming increasingly important to ensure that its development and
deployment are guided by principles of fairness, accountability, transparency, and ethics.

The vast amount of user data available on social media platforms (SMPs) can be used
to identify patterns, trends, and behaviour. SMPs such as Twitter are predominantly used
by young and urban residents [127]. They also have minimum age requirements, leading
any machine learning algorithm trained on data from these sources to be biased toward
a certain demographic. The wide availability of social media data is also opportunistic
for health-related research [110]. However, lack of ethical oversight at the data collec-
tion stage of a research project could lead to the inclusion of data from users who did
not consent to it, thereby raising questions on ‘who is a participant of the study?’. The con-
tent on SMPs is also heavily influenced by ‘social’ processes and can not be taken at its
face value. Certain topics might generate traction from users of particular areas or demo-
graphics [177], and the trustworthiness of data continues to be a challenge [110]. The lack
of availability of code behind machine learning algorithms in propriety software makes
it difficult to analyze the underlying patterns which may cause discriminative decisions.

Misinformation refers to the inadvertent dissemination of false information on a topic,
while disinformation is the intentional spread of false information for motives such as fi-
nancial gain, fame, or damaging the reputation of others [100]. The proliferation of false
information is prevalent on social media, and during the COVID-19 pandemic, there was
widespread misinformation about vaccines, including unfounded claims that they were
harmful. Such misinformation led to doubts about the government and vaccine hesitancy,
posing risks to public health and efforts to control the spread of COVID-19. To counter
this issue, AI is being employed to help identify and label reliable and high-quality in-
formation for users. Reliable AI systems are trained using accurate health information
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from reputable sources such as non-profit health organizations or government agencies,
ensuring that the information provided is based on sound scientific evidence. In addition,
corporations are advised to prioritize transparency to build trust among the public and
foster a better community. Transparent practices can enhance accountability and credibil-
ity, leading to increased trust from the people and promoting a positive environment of
mutual trust and understanding.

On the positive side, social media can serve as a platform for users to share new health
information, allowing the health sector to potentially access more medical insights and
knowledge [158]. However, the drawbacks of social media, such as the lack of verifiabil-
ity and potential misinformation, need to be carefully addressed to ensure accurate and
reliable health information dissemination. The FATE research focuses on evaluating the
fairness and transparency of AI models, developing metrics to assess the accountability
of AI systems, and designing frameworks for responsible and ethical AI development.
The ethical implications of using algorithms and AI are closely dependent on the prac-
tices of transparency and accountability [207]. Algorithmic systems can be viewed as
socio-technical systems that are involved in many different sectors, such as culture, pro-
gramming, laws and more. One way to avoid discrimination is to have a human in the
loop of these algorithmic processes when needed. For example, when the US judicial
system COMPAS decides on the likelihood of a prisoner committing another crime after
leaving prison, a judge should review the decision of the AI first in order to check the
accuracy of the decision. Since the current AI systems are expected to have some bias
in their decision models, ensuring that researchers are implementing these models in an
organized, ethical, and systematic manner, would make it easier to enforce accountability
of actions [84]. Efforts are being made by computer scientists to make AI more trans-
parent by revealing the decision-making process that leads to the final AI answer [91].
This helps in identifying problems or biases and holding individuals accountable in case
of failures. The European Union has recommended seven key principles to ensure ethi-
cal AI, including human agency and oversight, technical robustness and safety, privacy
and data governance, transparency, diversity, nondiscrimination and fairness, social and
environmental well-being, and accountability.
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Table 2.1: An overview of existing survey articles focusing on FATE. A = Definitions, B =

Computational methods and approaches, C = Evaluation metrics

Paper Fairness Accountability Transparency Ethics
A B C A B C A B C A B C

[130] ✓ ✓ ✓
[68] ✓ ✓
[16] ✓ ✓ ✓
[12] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

[207] ✓ ✓ ✓
[2] ✓ ✓

[23] ✓
[28] ✓ ✓ ✓ ✓ ✓ ✓
[30] ✓ ✓ ✓ ✓
[76] ✓ ✓
[92] ✓ ✓ ✓ ✓ ✓

[148] ✓ ✓
Our paper ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

2.1.2 Motivation

Studies on the FATE of AI in social media surveillance have focused on ensuring that
AI systems used for monitoring online content and activity do not perpetuate existing
biases or discrimination. For example, research has shown that algorithms used in social
media surveillance may have biases against certain groups, or that algorithms used to
detect hate speech may not be effective in detecting it against all groups. Recent research
has also mainly focused on one aspect of understanding machine learning models. The
research in AI ethics is heavily influenced by geographic locations and socio-economic
factors [76]. There have been several discussions on the best practices for evaluating work
produced by explanatory AI (XAI) and gap analyses performed on model interpretability
in AI [67], [30]. The latest developments in machine learning interpretability have also
been reviewed previously [28]. Table 4.1 provides an overview of existing review studies
discussing FATE in different forms. Therefore, the motivation behind this survey is to
present a comprehensive overview of the various computational methods for FATE and
provide direction for future research in the field.

We aim to address the following research questions in this work:
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Table 2.2: Search strategy for finding research articles. T = Search term, G = Group, Quality

= {fairness, accountability, transparency, ethics}

G1 G2 G3
T1 Quality Natural language processing Social media
T2 Artificial intelligence Healthcare
T3 Computer science

RQ1: What are the existing solutions to FATE (Fairness, Accountability, Transparency,
and Ethics) when discussing healthcare on Social Media Platforms (SMPs)?

RQ2: How do the different solutions identified in response to RQ1 compare to each
other in terms of computational methods, approaches, and evaluation metrics?

RQ3: What is the strength of evidence supporting the different solutions?

The objective of this research is to identify gaps in the current literature and comple-
ment existing work in the FATE space by showcasing how various techniques, themes,
and contextual considerations can be combined to support social media interventions in
healthcare settings.

2.1.3 Research Methodology

Our research methodology is based on the approach presented by the authors of [102]. We
utilized Google Scholar1, the largest repository of scholarly articles, to perform a strategic
search using Table 4.2 as a filter to identify research papers relevant to our study. Each of
the groups in the table can be customized to retrieve different sets of literature, with the
aim of finding the intersection of these sets. This search strategy involves using the AND
and OR operators, where the OR operator can be used within the groups and the AND
operator between the groups.

The search strategy employed for this study can be summarized as follows: (T1G1
AND T1G2) AND (T1G1 AND T2G2) AND (T1G1 AND T3G2) OR (T1G1 AND T1G3)
AND (T1G1 AND T2G3). Initially, this search yielded a substantial number of results,
which were then filtered using the following steps: (1) considering articles published

1https://scholar.google.com
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Figure 2.1: Overview of the search strategy and research methodology.

after 2012, (2) including articles with a generally high citation score (>100), with some
exceptions for recent articles with citations < 100, and (3) removing all duplicate articles.
Subsequently, a quality assessment of all articles was conducted based on inclusion (IC)
and quality criteria (QC). The inclusion criteria consisted of IC1 (the study’s main con-
cern is FATE while discussing healthcare on SMPs), IC2 (the study is a primary study
presenting empirical results), and IC3 (the study focuses on definitions, computational
methods, approaches, and evaluation metrics). The quality criteria included QC1 (clear
statement of the research aim). These criteria were applied through a three-stage pro-
cess: abstract inclusion criteria screening, full-text inclusion criteria screening, and full-
text quality screening. This process helped us determine the relevance and quality of the
articles for our study.

Figure 4.1 outlines the structure and overall, this survey provides an in-depth under-
standing of one of the most socially important problems in AI for new researchers. The
article is structured as follows: Sections 2.2, 2.3, 2.4, and 2.5 cover the definitions, compu-
tational methods, approaches, and evaluation metrics for FATE in AI. Section 2.6 provides
an overview of FATE in datasets, while section 2.7 offers a discussion on the topic. Finally,
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future research directions and conclusions are presented in sections 2.8 and 2.9, respec-
tively.

2.2 An Overview of Fairness

2.2.1 Definitions, Computational Methods, and Approaches to Fairness

The extent to which the general public understands the definition of fairness varies [169].
There are several different definitions that have been proposed in the context of artificial
intelligence.

Calibrated fairness [172]

It refers to the balance between providing equal opportunities for all individuals and ac-
commodating for their differences and needs. For example, in social media, a calibrated
fair algorithm could ensure that all users have equal access to opportunities, such as visi-
bility, while also taking into consideration specific factors, such as language or location, to
provide a personalized experience. In healthcare, a calibrated fair algorithm could ensure
that all patients have access to the same standard of care while accounting for their age
and health status to provide the best possible treatment plan. The goal is to strike a bal-
ance between treating everyone the same and taking into account individual differences
to provide the most equitable outcomes. Fairness metrics, such as the True Positive Rate
Difference (TPRD) [130], False Positive Rate Difference (FPRD) [212], and Equal Oppor-
tunity Difference (EOD) [152] can be used to assess the level of calibrated fairness. Other
commonly used computational methods to achieve calibrated fairness are:

1. Pre-processing: transforming the original data set to remove or reduce the effect of
sensitive attributes (such as race and gender) on the outcome of a machine learning
model [210].
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2. In-processing: incorporating fairness constraints into the training process of the
model to ensure that the model is calibrated with respect to the sensitive attributes
[210].

3. Post-processing: adjusting the output of a model after it has been trained to ensure
that it is calibrated with respect to the sensitive attributes [210].

4. Adversarial training: training the machine learning model on adversarial examples,
or examples that are specifically designed to challenge the model’s ability to make
fair predictions [191].

Statistical fairness

It takes into account various factors, such as demographic information, that may be rele-
vant to the notion of fairness in a specific context. Some commonly used statistical defini-
tions of fairness include demographic parity, equal opportunity, and equal treatment [35].
The ‘demographic parity’ measure can be utilized to minimize data bias by augmenting
matrix-factorization objectives with penalty functions [213], while the ‘equal opportunity’
metric is important to ensure decisions are free from bias [218]. In the context of social
media, individual definitions of fairness might include issues such as unbiased content
moderation, fair representation of diverse perspectives and voices, and transparency in
the algorithms used to curate and rank content. Commonly used computational metrics
are:

1. Equalized odds: measures fairness by comparing the true positive rate and false
positive rate for different groups [63].

2. Theorem of equal treatment: measures fairness by comparing the treatment of sim-
ilar individuals belonging to different groups [124].

Intersectional fairness [64]

This metric takes into account multiple and intersecting aspects of identity, such as race,
gender, and socio-economic status, when making decisions about people. The goal is to
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ensure that people are not discriminated against, as these intersections can compound
and result in greater marginalization and unequal treatment. In the context of social me-
dia, an algorithm that takes into account intersectional fairness would ensure that content
is not recommended or censored in a biased manner based on a user’s race, gender, and
socio-economic status, while in the context of healthcare, an algorithm that considers
intersectional fairness would ensure that medical treatments and resources are not dis-
proportionately allocated. The best approach to implementing intersectional fairness is
through the worst-case disparity method. This entails assessing each subgroup individu-
ally and comparing the best and worst outcomes to determine the accuracy of the fairness
score. The ratio of the maximum and minimum scores is then calculated, and the closer
the ratio is to 1, the fairer the outcome is [64]. Other commonly used methods include:

1. Constraints-based methods: the algorithm is designed to respect certain fairness
constraints, such as equal treatment for different groups based on multiple attributes
through mathematical optimization [214].

2. Causal inference methods: ensure that the algorithm’s outputs are not biased by
considering the causal relationships between the inputs and outputs [29].

3. Decision trees and rule-based systems: to ensure that the algorithm’s decisions are
based on appropriate factors and are not biased [166].

The supervised ranking, unsupervised regression, and reinforcement aspects of fair-
ness evaluation can be done using pairwise evaluation [141]. This involves evaluating the
performance of an AI model by comparing its output to a set of predefined pairs of input
data.

2.3 An Overview of Accountability

2.3.1 Definitions, Computational Methods, and Approaches to Account-

ability

It refers to the notion that individuals or organizations using AI should be responsible
and answerable for the consequences of their systems. This includes the responsibility to

12



Table 2.3: Fairness evaluation metrics with mathematical formulation. FP = False Positive,

FN = False Negative, TP = True Positive, TN = True Negative, A = binary attribute representing

a demographic group

Metric Formula Description

Equal Opportunity [35]
P ( FP

y=1
) = P ( FP

A=1,y=1
)

−P ( FP
A=0,y=1

)

where y is the true label

An AI model’s positive outcomes are not systematically
skewed towards or against certain groups of people.

Equal Odds [35]

P ( y=1
p>t,y=1

) = P ( y=1
p>t,y=0

)

= P ( y=0
p<=t,y=1

) = P ( y=0
p<=t,y=0

)

where y is the true label, p
is the predicted probability
of positive class, and t is a
threshold.

The false positive rate and the false negative rate are
equal across different groups of people.

Demographic Parity [35] P ( y=1
A=1

) = P ( y=1
A=0

)
where y is the predicted label.

The proportion of positive outcomes for different groups
of people is equal.

Statistical Parity [81] P (Y=1
A=a

) = P (Y = 1) for all a in A The proportion of favorable outcomes is the same for
all groups.

Accuracy [82] TP+TN
TotalPopulation

The proportion of all predictions that are correct.

False Positive Rate (FPR) [212] FP
FP+TN

The proportion of negative instances that are incorrectly
classified as positive.

False Negative Rate (FNR) [145] FN
FN+TP

The proportion of positive instances that are incorrectly
classified as negative.

True Positive Rate (TPR) [130] TP
TP+FN

The proportion of positive instances that are correctly
classified as positive. Also known as sensitivity or recall.

True Negative Rate (TNR) [145] TN
TN+FP

The proportion of negative instances that are correctly
classified as negative. Also known as specificity.

Positive Predictive Value (PPV) [209] TP
TP+FP

The proportion of instances that are predicted as positive
that are actually positive.

Negative Predictive Value (NPV) [209] TN
TN+FN

The proportion of instances that are predicted as negative
that are actually negative.

False Discovery Rate (FDR) [74] FP
FP+TP

The proportion of instances that are predicted as positive
that are actually negative.

False Omission Rate (FOR) [126] FN
FN+TN

The proportion of instances that are predicted as negative
that are actually positive.

Positive Likelihood Ratio (LR+) [199] TP
FP

Indicates how much more likely a positive result is to occur
when the condition is present than when it is absent.

Negative Likelihood Ratio (LR-) [199] FN
TN

Indicates how much more likely a negative result is to occur
when the condition is absent than when it is present.

ensure that the system operates in an ethical manner, with the goal of providing equitable
and accurate outcomes. There are several definitions of accountability in AI, including:

Legal accountability [216]

It refers to the legal obligations of entities involved in the design, development, deploy-
ment, and use of AI systems for healthcare purposes in social media. This includes the
responsibility for ensuring that the AI systems are developed and used in accordance
with applicable laws and regulations, as well as the responsibility for any negative conse-
quences or impacts that may result from their use. Legal accountability may also extend
to issues such as data protection and privacy, and the responsibility for ensuring that
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AI systems are not used for discriminatory or unethical purposes. The commonly used
conceptual computational methods are:

1. Transparency: Ensuring that AI systems are transparent and that their decision-
making processes can be explained and understood [22].

2. Documentation: Keeping records of systems’ design, development, and testing pro-
cesses, as well as the data used to train them [52].

3. Auditing: Conducting independent assessments of AI performance and accuracy to
verify compliance with legal requirements [153].

4. Regulation: Implementing legal frameworks that establish standards and require-
ments for the development, deployment, and use of AI systems [153].

5. Adjudication: Establishing procedures for resolving disputes and grievances related
to the use of AI systems [99].

Ethical accountability [137]

It involves ensuring that the decisions made by AI systems are transparent, justifiable,
and in line with the values of society. This includes issues such as data privacy, informed
consent, and ensuring that AI systems do not perpetuate existing biases and discrimina-
tion. The ethical considerations around the use of AI in healthcare include topics such as
the protection of patient privacy, the use of sensitive health data, and the potential for AI
systems to reinforce existing health disparities [94]. Stakeholders involved in the devel-
opment and deployment of AI in healthcare have a responsibility to ensure that ethical
principles are integrated into the design and implementation of these systems, and that
the outcomes of their use are regularly monitored and evaluated for any ethical concerns.
Some common methods include:

1. Ethical Impact Assessment: involves identifying the ethical risks and benefits of the
system, and determining the trade-offs between them [208].

2. Value Alignment: invloves incorporating ethical principles and values into the de-
sign and development of the system, and ensuring that its behavior is consistent
with these values. [9].
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3. Transparency and Explanation: achieved by providing clear and concise explana-
tions of how the system works, and by making its data and algorithms open and
accessible [85].

4. Stakeholder Engagement: involves engaging stakeholders, including users, devel-
opers, and experts, in the development and evaluation of AI systems [196].

Technical accountability [201]

It refers to the responsibility of the developers and designers of AI systems to ensure that
their technology meets certain standards of functionality, security, and privacy. This in-
cludes having appropriate systems in place to monitor and manage the AI algorithms,
as well as addressing any technical issues that arise. In the context of social media and
healthcare, technical accountability also involves considering how AI technologies can
be used to support ethical decision-making, such as ensuring that user privacy is pro-
tected and that decisions are made in a fair and transparent manner [149]. Some of the
commonly used methods:

1. Logging: logging all inputs, outputs, and decisions can be used to track the system’s
performance and identify potential issues [101].

2. Auditing: to assess their performance, identify potential biases, and ensure that they
are aligned with ethical and legal standards [161].

3. Transparency, Model interpretability, and Explainability: can be designed to provide
users with clear explanations of their decision-making processes, which can help to
increase trust in the system and reduce the risk of ethical and legal violations [201].

Societal accountability [200]

It refers to the responsibility of the stakeholders to ensure that the use of AI systems aligns
with the values and interests of society as a whole. This includes issues such as privacy,
transparency, and fairness, as well as broader social, cultural, and economic factors that
can be affected by AI systems. To ensure societal accountability, it may be necessary for
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stakeholders to engage in public consultation, to develop regulations and standards that
ensure that AI systems are used ethically and transparently, and to promote transparency
and public understanding of how AI systems work and what they are being used for. Ul-
timately, it means that the development and use of AI systems is guided by the principles
of responsible innovation, and that the interests of society are taken into account in all
stages of their lifecycle. Other methods are:

1. Regulation and standardization: development of regulations and standards for the
design and use of AI systems. This can help ensure that AI systems are accountable
to society and that they operate in a way that protects the rights and interests of all
stakeholders [97].

2. Public-private partnerships: collaboration between government agencies, private
companies, and civil society organizations to ensure that AI systems are developed
and used in a way that is accountable to society [163].

Accountability can be ensured by implementing transparency and fairness into the
algorithms, designing systems with privacy in mind, and conducting regular audits and
evaluations to assess the performance of the AI system. Researchers have proposed a
method for holding companies accountable for their actions related to AI [207]. They
argue that it is crucial to first identify the specific decision-makers within the company
who are responsible for the error in question. This is essential for ensuring fair judgment.
The person or group responsible for determining accountability should be well-versed in
the various legal, political, administrative, professional, and social perspectives related
to the topic of the error to ensure that the judgement is fair and unbiased. Finally, the
consequences for the decision-makers should be tailored to the specific areas of their re-
sponsibility, and the level of responsibility of each individual decision-maker within the
company’s hierarchy should be considered when determining them. Algorithms such as
decision trees and regression models are more interpretable than others [179]. With the
widespread adoption of deep learning methods in decision models, explainability in AI
(XAI) also presents a way to interpret the model by humans.
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Table 2.4: Accountability evaluation metrics with mathematical formulation. Accuracy,

False Positive Rate, and False Negative Rate metrics are also suitable for evaluating ac-

countability in AI systems, as discussed in Table 4.1. FP = False Positive, FN = False Nega-

tive, TP = True Positive, TN = True Negative

Metric Formula Description

Fairness [106]
#TP for groupA

#actual positives for A

− #TP for groupB
#actual positive for B

Measures whether the AI system treats different groups
fairly

Explainability [95] #explanations provided
#decisions made

Measures how well the AI system can explain its
decision-making process

Consistency [26] 1− #changes to output
#decisions made

Measures how consistent the AI system’s outputs
are over time

Robustness [205] #correctoutputs
#decisionsmade

Measures how well the AI system performs under
unexpected conditions

Precision [105] TP
TP+FP

The proportion of true positive predictions
among all positive predictions.

Recall (Sensitivity) [105] TP
TP+FN

The proportion of true positive predictions
among all actual positive instances.

Specificity [86] TN
TN+FP

The proportion of true negative predictions
among all actual negative instances.

F1 Score [72] 2 ∗ Precision∗Recall
Precision+Recall

The harmonic mean of precision and
recall.

Confusion Matrix [126] [[TP, FP ], [FN, TN ]] A table used to evaluate the performance of a classifier.

Pandora [147] Five-fold cross validation
for cluster prediction accuracy

It is a hybrid of human and system-generated observations to explain system
failure for analysis and debugging.

2.4 An Overview of Transparency

2.4.1 Definitions, Computational Methods, and Approaches to Trans-

parency

Transparency in AI refers to the degree to which the internal workings of an AI system
can be understood by humans [2]. It involves providing explanations for how the system
makes decisions, understanding the data that was used to train the system, and ensuring
that the system is not biased or discriminatory. The issues of transparency and privacy
are often at cross-heads. For example, while analyzing mental health data on social me-
dia platforms, the challenge is not with the identifying attributes of individual users (as
the data is often aggregated), but with how that data is utilized [37]. There are several
different definitions of transparency depending on the specific context and use case:

17



Algorithmic transparency [47]

It refers to the ability to understand how an AI algorithm or model arrives at its outputs
or decisions. In the context of social media for healthcare, transparency can be defined as
the ability to clearly understand the processes and methods used to create, disseminate,
and evaluate social media interventions for healthcare purposes [186]. This includes be-
ing able to understand the data sources used to inform the interventions, the algorithms
or models used to analyze the data and create the interventions, and the criteria used to
evaluate the effectiveness of the interventions. Transparency is important because it al-
lows for the identification and mitigation of potential biases or errors in the interventions,
and helps to build trust with stakeholders, including patients, healthcare providers, and
regulators. There are several computational methods that can be used to increase algo-
rithmic transparency, such as:

1. Feature importance analysis: involves identifying the features or variables that have
the most significant impact on the model’s output. By doing so, it helps to under-
stand the model’s decision-making process [197].

2. Model interpretability: involves designing models in such a way that their output
can be easily understood and interpreted by humans. For example, decision trees
are considered interpretable because their output can be visualized as a series of
decision nodes [117].

3. Explanation generation: involves generating explanations for the model’s output.
These explanations can be in the form of natural language or visualizations, and
they help to provide insight into the model’s decision-making process [187].

Data transparency

It refers to the ability to understand how data is collected, stored, and used in the de-
velopment of an AI system [19]. In the context of healthcare, data transparency refers to
the extent to which healthcare organizations and providers are open and clear about the
collection, storage, and use of patient data in the design and implementation of their so-
cial media campaigns [80]. This includes providing patients with clear information about
what data is being collected, how it will be used, who will have access to it, and how
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it will be protected. By being transparent about data collection and use, healthcare or-
ganizations can build trust with patients and promote more active engagement in social
media-based health interventions. This can ultimately lead to better health outcomes for
patients, as they are more likely to participate in interventions that they feel comfortable
with and have confidence in. Computational methods for data transparency can include:

1. Data visualization: involves creating graphical representations of data in order to
make it easier for users to understand and interpret [113].

2. Data profiling: involves analyzing data to understand its structure, quality, and
content, which can help identify issues such as missing values or inconsistencies
[13].

3. Data lineage analysis: involves tracing the movement of data through various sys-
tems and processes to ensure its accuracy and reliability [23].

Process transparency

It refers to the ability to understand the steps taken to develop and deploy an AI system,
including the testing and validation processes used [111]. In the context of social media
and healthcare, it refers to the transparency of the decision-making process that deter-
mines which health-related information is prioritized, displayed, and disseminated on
social media platforms [148]. This can include transparency around the algorithms and
other computational methods used to curate and display health-related content, as well
as the policies and guidelines used to moderate user-generated content related to health.
By increasing process transparency, users can have more confidence in the information
and interventions being presented to them, and researchers can have greater trust in the
data they are analyzing. There are several computational methods that can be used to
increase process transparency in AI systems:

1. Data provenance tracking: involves tracking the origin, processing history, and
movement of data throughout the AI system. This helps to ensure that the data
used in the system is reliable and can be traced back to its source [27].

2. Model interpretability: involves developing algorithms and tools that can help ex-
plain how an AI system makes decisions. Techniques such as feature importance
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analysis [197], decision trees [55], and partial dependence plots [219] can help to
uncover how the model arrives at its predictions.

3. Explanation generation: involves generating natural language or visual explana-
tions for the decisions made by an AI system. Techniques such as saliency maps,
LIME (Local Interpretable Model-agnostic Explanations) [215], and SHAP (SHapley
Additive exPlanations) [120] can help to generate these explanations.

4. Auditability and monitoring: involves building auditing and monitoring capabil-
ities into the AI system. This can include monitoring the system’s performance,
detecting bias or other ethical issues, and identifying when the system is not per-
forming as intended [175].

5. Open-source development: involves developing AI systems in an open and trans-
parent manner, where the code, data, and models are publicly available. This allows
for greater scrutiny and accountability of the system by external stakeholders, such
as regulators or the general public [25].

Explainability

It refers to the ability to provide a clear and understandable explanation of how an AI
system arrived at a particular decision or recommendation [89]. In the context of social
media intervention for healthcare, explainability can involve understanding how an AI
system is processing social media data, how it is identifying relevant information, and
how it is making recommendations or decisions based on that data [150]. It can also in-
volve understanding the factors that influenced the system’s decision-making, such as
the data used to train the model or the specific features that were weighted more heav-
ily in the decision process. To achieve explainability in AI systems for social media in-
tervention in healthcare, various methods can be used, including techniques for feature
selection, model interpretability, and visualizations. These methods can help healthcare
professionals to better understand the underlying mechanisms of an AI system and the
factors that contribute to its decision-making process. Some common methods include:

1. Decision trees: Decision trees are graphical representations of the decision-making
process of a model. They can be used to explain how the model is making decisions
and which factors are most influential [55].
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2. LIME (Local Interpretable Model-Agnostic Explanations): LIME is a method for
explaining the predictions of any machine learning model. It works by generat-
ing a simpler, interpretable model that approximates the behavior of the original
model [215].

3. SHAP (SHapley Additive exPlanations): SHAP is a method for explaining the out-
put of any machine learning model. It works by computing the contribution of each
input feature to the final prediction [120].

4. Counterfactual explanations: Counterfactual explanations involve identifying the
minimal set of changes to the input features that would result in a different output
from the model. They can be used to explain why a certain prediction was made
and what could have been done differently to change the outcome [181].

Interpretability

It refers to the ability to understand the meaning and implications of the decisions made
by an AI system, including how they impact different groups of people [28]. Interpretabil-
ity also refers to the ability of an AI system to provide a clear and understandable explana-
tion for its decisions or recommendations to healthcare professionals, patients, and other
stakeholders [8]. This is particularly important in healthcare, where the consequences of
AI decisions can be critical to patient outcomes. An interpretable system enables stake-
holders to understand how the AI arrived at its recommendation and can help build trust
in the system. Interpretability techniques in AI involve designing models with clear and
understandable features, such as decision trees or rule-based systems [10]. These methods
can help identify the factors that influenced the AI’s decision, making it easier to under-
stand and explain the outcome. Other techniques include generating visualizations, such
as heatmaps or saliency maps, which highlight the areas of an input that had the most
significant impact on the model’s output. By providing clear explanations of the model’s
decision-making process, these techniques can help stakeholders better understand and
trust the AI system. Some of the computational methods are:

1. Partial Dependence Plot (PDP): PDP shows the relationship between the target vari-
able and one or two input variables while controlling for the effects of other input
variables. This shows how the model is making predictions and how the input vari-
ables are affecting the output [219].
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Table 2.5: Transparency evaluation metrics with mathematical formulation

Metric Formula Description

Completeness [203] #available data points
#total data points

The extent to which all relevant information
is available

Timeliness [40] #data points available within timeframe
#required data points

The extent to which data is available in a
timely manner

Relevance [217] #relevant data points
#data points

The extent to which data is applicable to
the problem at hand

Accessibility [204] #data points that can be obtained
#data points

The extent to which data is easy to obtain
and use

Data Provenance [27] %data with known source
chain of custody

Involves tracking the origin, processing history, and
movement of data throughout the AI system.

2. Local Interpretable Model-Agnostic Explanations (LIME): LIME is a post-hoc method
that explains the output of any classifier by approximating it with an interpretable
model locally. This shows how the model is making decisions for a specific in-
stance [215].

3. Model Distillation: It is the process of training a simpler model that approximates
the decision boundaries of a more complex model. This can help in creating a sim-
pler and more interpretable model that still maintains the performance of the origi-
nal model [139].

Overall, transparency in AI is important for ensuring accountability, fairness, and eth-
ical use of AI systems. It helps build trust with users and stakeholders, and can also help
identify and address biases or errors in the system.

2.5 An Overview of Ethics

2.5.1 Definitions, Computational Methods, and Approaches to Ethics

In AI, ethics refers to the study and practice of developing and implementing AI tech-
nologies in a manner that is fair, transparent, and beneficial to all stakeholders [109].
The goal of ethical AI is to ensure that AI systems and their decisions are aligned with
human values, respect fundamental human rights, and do not result in harm or discrim-
ination against individuals or groups. This includes considerations of privacy, data pro-
tection, bias, accountability, and explainability [107]. In the context of social media, dig-
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ital surveillance of public health data from social media platforms should be guided by
the principles of 1) beneficence: surveillance must lead to improvement in public health
outcomes; 2) non-maleficence: use of data should not erode public trust; 3) autonomy: in-
formed consent of users or anonymizing of identifying details; 4) equity: equal opportu-
nities to individuals for public health interventions, and 5) efficiency: building legal man-
dates to ensure continuous access to web platforms and decision-making algorithms [6].
AI-mediated healthcare treatments must account for affordability and equality among the
masses, and while nascent, health tech in the field of patient-centric models is no longer
science fiction, wherein scientifically tailored medicines are prescribed to the patients [70].
There are many different definitions of ethics, depending on the context in which the term
is used:

Philosophical ethics

Refers to the concept of ensuring that AI systems are designed and used in ways that
respect human autonomy, dignity, and privacy [96]. In the context of social media inter-
vention for healthcare, philosophical ethics in AI refers to the study and application of
ethical principles and values to the development and use of AI-powered tools and tech-
nologies for healthcare interventions via social media [143]. It involves examining the
potential benefits and risks of using AI to collect, analyze, and interpret health-related
data from social media platforms, as well as ensuring that the use of such technologies
aligns with ethical principles such as respect for privacy, autonomy, beneficence, and non-
maleficence. It also involves considering the potential biases that may arise in the devel-
opment and use of these technologies, and taking steps to mitigate these biases to ensure
that the use of AI in social media intervention for healthcare is fair, just, and equitable
for all individuals involved. Ultimately, the aim is to promote the development and use
of AI technologies that improve health outcomes, while minimizing the potential risks
and harms that may arise from their use. Some examples of computational methods for
philosophical ethics include:

1. Simulation and modeling: These are techniques that allow ethical dilemmas to be
simulated and modeled, providing insights into the likely outcomes of different
ethical decisions [41].
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2. Game theory: This is a mathematical framework that can be used to model and
analyze decision-making in social situations, including ethical dilemmas [171].

3. Data analytics: This involves the use of statistical methods and machine learning
algorithms to analyze data and identify patterns or insights related to ethical ques-
tions or dilemmas [182].

Moral ethics

Refers to the ethical considerations that need to be taken into account while using social
media for healthcare interventions [75]. This includes ensuring that the privacy and con-
fidentiality of patient data are maintained, that the patient’s autonomy and consent are
respected, and that the use of social media platforms does not result in any harm to the
patient [20]. It also involves ensuring that the interventions are based on evidence-based
practices and that the potential benefits of the intervention outweigh the potential risks.
Finally, it involves being transparent about the use of social media for healthcare interven-
tions and communicating the risks and benefits to all stakeholders involved [184]. Some
of the computational methods are:

1. Data visualization tools: These tools can be used to present complex ethical data in
a clear and accessible way, making it easier for healthcare professionals and other
stakeholders to understand and make informed decisions [44].

2. Sentiment analysis: Language and sentiment of social media posts related to health-
care interventions can help identify any ethical issues or concerns that may arise,
such as biases or stigmatization of certain patient groups [118].

3. Crowdsourcing platforms: developed to gather feedback from a diverse group of
individuals on the ethical implications of the AI system and its recommendations.
This can help ensure that the system takes into account a range of perspectives and
values, and can identify potential ethical concerns that may have been overlooked
by the development team [87].
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Professional ethics

In the context of healthcare and social media intervention, professional ethics involves a
set of guidelines and principles that guide the behavior of HCPs who are using social me-
dia as part of their practice [198]. This might include guidelines around patient privacy,
confidentiality, informed consent, and the appropriate use of social media platforms (i.e.,
avoiding conflicts of interest or biased behavior) for sharing health information. Compu-
tational methods for enforcing professional ethics might include:

1. Automated systems: for monitoring healthcare professionals’ behavior on social
media platforms [188].

2. Algorithms to detect and flag any instances of inappropriate behavior or violations
of professional ethical standards [50].

Social ethics

Refers to the moral principles and values that would involve considerations of how the
use of social media affects the privacy, autonomy, and well-being of patients and other
stakeholders, as well as issues related to fairness and equity [208]. For example, social
ethics would require that healthcare providers and organizations respect the privacy of
patients and protect their personal information when using social media platforms [58].
Social ethics would also require that healthcare providers and organizations take steps
to ensure that the use of social media in healthcare does not create or reinforce existing
health disparities, such as by providing access to care or health information only to certain
groups of people who have access to social media. Overall, it provides a framework for
evaluating the social and moral implications of using social media for healthcare interven-
tions and for ensuring that these interventions are conducted ethically and responsibly.
Several methods can contribute to the promotion of social ethics in AI:

1. Fairness-aware machine learning algorithms: These aim to mitigate unfairness in
the training data and algorithmic decision-making process [154].

2. Privacy-preserving data analysis: These aim to protect sensitive data from unautho-
rized access, while still allowing for meaningful analysis [98].
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3. Human-in-the-loop approaches: These incorporate human oversight and decision-
making into the AI system, to ensure that the system is aligned with social values
and ethical principles [54].

4. Explainable AI: This is a computational method that aims to make AI systems more
transparent and understandable to users, so that they can make informed decisions
about the ethical implications of the system’s output [2].

5. Value-sensitive design: This seeks to identify and incorporate social values and eth-
ical principles into the design and development of AI systems, in order to promote
their alignment with social ethics [195].

Legal ethics

Refers to the ethical considerations related to complying with the laws, regulations, and
policies surrounding healthcare data privacy and security [185]. This includes maintain-
ing the confidentiality of patient data, adhering to informed consent and data-sharing
agreements, and complying with relevant legal and ethical standards [92]. It also in-
volves ensuring that the AI models used in social media intervention for healthcare are
developed and used in compliance with relevant regulations and standards. Legal tools
for ensuring ethics include:

1. HIPAA (Health Insurance Portability and Accountability Act): implementing pri-
vacy regulations for healthcare data [78].

2. GDPR (General Data Protection Regulation): complying with data protection laws
and adhering to other relevant legal and regulatory frameworks that govern the use
of AI in healthcare and social media interventions [174].

3. Ethical Research Board (ERB:)The idea of Ethics by Design suggests incorporating
the services of an ERB while developing any product in an organization [108].
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Table 2.6: Ethics evaluation metrics with mathematical formulation. FP = False Positive,

FN = False Negative, TP = True Positive, TN = True Negative

Metric Formula Description

Bias [48] (#FP for GroupA
#TN for GroupA

)/(#FP for GroupB
#TN for GroupB

)
Measures the extent to which an AI system exhibits
bias towards a particular group or demographic.

Discrimination [156] P (positive outcome for GroupA)
P (positive outcome for GroupB)

Measures whether an AI system is treating different
groups of people unfairly.

Privacy [132] #privacy violations
#individuals whose data was processed

Measures the extent to which an AI system is
protecting the privacy of individuals.

Accountability [116] #system was found to be at fault
#interactions with system

Measures whether an AI system can be held
accountable for its actions.

Transparency [43] #of decisions that can be explained
Total#of decisions made by AI system

Ensuring that the decision-making process of
an AI system is clear and understandable to users.

2.6 FATE in Data Sets

Research has also been undertaken to improve transparency and accountability in the cre-
ation and use of datasets [84]. Here, the authors propose that thorough documentation
should be kept for every step of the process, from the initial design to the final product.
This would allow for clear identification of those who are responsible for any errors that
may occur. Additionally, each stage of the development process should have a designated
leader who takes ownership of their section of the program. Providing explanations for
the purpose and function of each section can help to increase understanding and trans-
parency. Furthermore, regular maintenance and documentation of updates should be
conducted to not only minimize future mistakes but also boost morale among develop-
ers by highlighting progress made. The Adult Income dataset [51], the German Credit
dataset [11], and the UCI Credit Card dataset [11] are commonly used while evaluating
FATE models.

The performance of AI systems with respect to FATE principles can be evaluated using
metrics to ensure that AI systems are making fair and unbiased decisions.

2.6.1 FATE toolkits

In recent years, researchers have been motivated to develop AI tools which can detect
the level of bias present in a decision. Aequitas [170] produces reports that can facilitate
equitable decision-making for policymakers and ML researchers, while the AI Fairness
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360 [17] and Fairlearn [21] toolkit provides performance benchmarking for fairness al-
gorithms. These libraries can therefore be used for assessing and mitigating bias in AI
models, including methods for data pre-processing, model training, and post-processing.

It’s important to note that FATE evaluations are not only a one-time assessment, but
a continuous process, where metrics can be used to track the performance of the AI over
time. Using these metrics, organizations can ensure that their AI systems are fair, ac-
countable, transparent and ethical, and that they are making decisions that are in the best
interest of all individuals.

2.7 Discussion

Medical corporations use social media to advertise their services, reach out to people and
build a sense of community [71]. Social media platforms also provide a means for medi-
cal professionals to interact with patients and gather feedback, enabling them to improve
their services. Social media can also be used to improve health through peer-to-peer en-
couragement, raise awareness on diseases, and for doctors to reach their patients through
online consultations [33]. To combat misinformation, more fact-checking is needed, and
more health institutions need to reach out to patients to ensure they are getting accurate
information. The use of social media for health professionals should be carefully moni-
tored to ensure patient confidentiality is maintained.

This study helps us identify the following principal findings:

• RQ1: What are the existing solutions to FATE (Fairness, Accountability, Transparency,
and Ethics) when discussing healthcare on Social Media Platforms (SMPs)?

The existing solutions to FATE when discussing healthcare on SMPs are:

1. Healthcare fairness addressed through calibrated, statistical, and intersectional
fairness. Calibrated fairness balances equal opportunities with personalized
differences like language or location. Statistical fairness considers demographic
information to avoid bias. Intersectional fairness considers multiple aspects of
identity.
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2. Accountability in healthcare on SMPs involves legal compliance, ethical prin-
ciples in system design, technical functionality and privacy, and societal reg-
ulation and standardization. This involves protecting data privacy, avoiding
discriminatory or unethical use of AI systems, conducting ethical impact as-
sessments, promoting transparency, engaging stakeholders, conducting audits
and evaluations, and holding decision-makers accountable.

3. Transparency in AI refers to understanding how an AI system works, includ-
ing its algorithms, data sources, and decision-making processes. In social me-
dia for healthcare, transparency involves understanding how interventions are
created, disseminated, and evaluated. Transparency is important for identify-
ing and mitigating biases or errors, building stakeholder trust, and promoting
engagement in social media-based health interventions.

4. Ethics in healthcare on SMPs involves developing fair, transparent, and bene-
ficial AI technologies. This includes addressing privacy, data protection, bias,
accountability, and explainability. Professional ethics and social ethics, such
as patient privacy and autonomy, are also important. The goal is to promote
ethical use of AI in healthcare on SMPs while minimizing risks and harms.

• RQ2: How do the different solutions identified in response to RQ1 compare to each
other in terms of computational methods, approaches, and evaluation metrics?

The different solutions identified in response to RQ1 for healthcare fairness on SMPs
can be compared in terms of computational methods, approaches, and evaluation
metrics. The solutions include: Calibrated, statistical, and intersectional fairness
achieved through various computational methods such as data pre-processing, ad-
versarial training, and decision trees/rules. Evaluation metrics include Equal Op-
portunity and Equal Odds. The solution for accountability involves regulatory
measures and public-private partnerships to ensure transparency, fairness, privacy,
and accountability. Transparency in AI can be achieved through algorithmic trans-
parency, data transparency, and process transparency. Algorithmic transparency
can be increased through methods like feature importance analysis, model inter-
pretability, and explanation generation. Data transparency can be improved through
data visualization, profiling, and lineage analysis. Process transparency can be en-
hanced through data provenance tracking, interpretability, explanation generation,
auditability, monitoring, and open-source development. Ethics in healthcare on
SMPs can be promoted through simulation, modeling, data analytics, sentiment
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analysis, crowdsourcing, and automated systems, while also considering profes-
sional ethics and social ethics.

• RQ3: What is the strength of evidence supporting the different solutions?

The strength of evidence supporting different solutions for healthcare fairness on
Social Media Platforms (SMPs) varies depending on factors such as research qual-
ity, methodology, and statistical significance. Calibrated fairness, statistical fairness,
and intersectional fairness have established concepts with significant research sup-
port. Computational methods like data pre-processing, adversarial training, and de-
cision trees/rules are commonly used, but evidence of their effectiveness may vary.
Evaluation metrics such as Equal Opportunity and Equal Odds are commonly used
but rely on established statistical measures. Ethics in healthcare on SMPs, including
privacy protection and bias mitigation, are guided by established principles, but ev-
idence supporting specific solutions may vary. Solutions like simulation, modeling,
data analytics, and crowdsourcing are widely used, but their evidence may vary de-
pending on context. Consulting reputable sources for up-to-date research findings
is important due to the dynamic nature of the field.

2.8 Limitations and Future Research Directions

This study offers a comprehensive overview of the challenges and progress related to
FATE in AI. Despite advancements, challenges remain for AI systems in healthcare, in-
cluding ethical considerations for patient decision-making, accuracy, and understanding
of decision-making processes. While this study focused on searching the Google Scholar
database, I did not consider other resources such as Web of science, IEEExplore, ACM
Digital Library, and grey literature. Excluding them may have resulted in some impor-
tant studies not being a part of this study. Obtaining trustworthy data sets and informed
user consent, especially for large language models like ChatGPT, which have the potential
of being used in clinical settings, is challenging. Overconfidence in AI systems can also
lead to skepticism from clinicians. Additionally, the lack of mathematical formulation
for many FATE computational methods and approaches creates a gap between computa-
tional and evaluation metrics.
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2.9 Conclusion

The purpose of this review was to provide a comprehensive analysis of FATE solutions
in AI for social media and healthcare, and to highlight recent trends and research gaps
in the field. By examining the definitions, computational methods, approaches, and data
sets used in the literature, we identified both the progress made and the challenges that
remain in achieving FATE in AI. Through our evaluation of the papers, we also high-
lighted the need for researchers to use appropriate evaluation metrics and data sources
when analyzing their approaches. While some progress has been made, there is still much
work to be done in order to address the remaining challenges. We hope that this review
will serve as a useful resource for researchers and stakeholders, and that it will encourage
further research in this important area. Ultimately, our goal is to support the develop-
ment of FATE-ready AI systems that can be deployed ethically and responsibly in social
media and healthcare.
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Chapter 3

Synergy Between Public and Private
Health Care Organizations During
COVID-19 on Twitter: Sentiment and
Engagement Analysis Using Forecasting
Models

All of this chapter was published in the JMIR Medical Informatics (2022) as the
following peer-reviewed article [177]:
• Singhal A, Baxi MK, & Mago V. Synergy Between Public and Private Health Care
Organizations During COVID-19 on Twitter: Sentiment and Engagement Analysis
Using Forecasting Models

Using the advancements in the field of Natural Language Processing, this chapter proposes
an approach for organizations to structure their future Twitter content to ensure maximum
user engagement.

Keywords : social media, health care, Twitter, content analysis, user engagement,
sentiment forecasting, natural language processing, public health, pharmaceutical,
public engagement
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3.1 Introduction

3.1.1 Background

Social media platforms (SMPs), such as Twitter, Facebook, and Reddit, are commonly
used by people to access health information. In the United States, 8 in 10 internet users
access health information online, and 74% of these use SMPs. Meanwhile, public health
agencies and pharmaceutical companies often use social media to engage with the pub-
lic [198]. SMPs significantly contribute to the community by providing a communication
platform for the public, patients, and health care professionals (HCPs) to talk about health
concerns, eventually leading to better outcomes [38]. Additionally, SMPs also function as
a medium to motivate patients by promoting health care education and providing the lat-
est information to the community [198]. Analyzing social media content in the health care
domain can reveal important dimensions, such as audience reach (eg, followers and sub-
scribers), post source (eg, pharmaceutical companies, public health agencies), and post
interactivity (eg, number of likes, retweets) [221]. A recent study discussed a machine
learning (ML) approach to examining COVID-19 on Twitter [211]. Although it identifies
discussion themes, there is no research on understanding the content shared by public
health agencies and private organizations.

3.1.2 Related Works

The positive impacts of using SMPs by patients and HCPs have been previously dis-
cussed [18]. Patients feel empowered and develop positive relationships with their HCPs.
For instance, Ventola [198] discussed SMPs as a tool to share and promote healthy habits,
share information, and interact with the public. Li et al [112] presented an analysis of so-
cial media’s impact on the public. Their research discusses public perceptions of health-
related content being classified as true, debatable, or false; the study shows that people
have a strong tendency to adopt collective opinions while sharing health-related state-
ments on social media.

There are different topic-clustering and content analysis techniques available to iden-
tify the characteristics of stakeholders (eg, pharmaceutical companies’ tweets for drug
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information) on SMPs [61,119,138,194]. A previous study presented an overview of tech-
niques used for sentiment analysis in health care [1]. The researchers discuss multiple
lexicon-based and ML-based approaches. The previous discussion on pharmaceutical
companies has focused on COVID-19 vaccine–related public opinions [32, 159]. Using
latent dirichlet allocation (LDA) and valence aware dictionary and sentiment reasoner
(VADER), researchers have examined topics, trends, and sentiments over time [32].

Prior research work has also focused on the response of G7 leaders during COVID-19
on Twitter [77, 167]. The research classified viral tweets into appropriate categories, the
most common being informative. Furthermore, researchers have recently presented a dis-
cussion on the harms and benefits of using Twitter during COVID-19 [165]. An epidemi-
ological study conducted in 2020 investigated the news-sharing behavior on Twitter. Al-
though it concluded that tweets that include news articles sharing pandemic information
are popular, they cannot substitute public health agencies, organizations, or HCPs [151].
In addition, the study of public sentiments via artificial intelligence (AI) can provide a
way to frame public health policies [83].

COVID-19 led to a rapid change in public sentiments over a short span of time [121].
People expressed sentiments of joy and gratitude toward good health and sadness and
anger at the loss of life and stay-at-home orders [53, 121]. Understanding public percep-
tions toward health-related content is important. Although the majority of people have
a positive attitude toward social media, some feel more attention is required to promote
the credibility of shared information [31,59,60,173]. Attempts have been made to capture
peoples’ reactions to the pandemic; however, they are limited in scope. One study inves-
tigated the concerns originating toward public health interventions in North America via
topic modeling [88], while another examined the role of beliefs and susceptibility infor-
mation in public engagement on Twitter [190]. Statistical analysis also shows that health
care organizations have to come forward to engage more with consumers [104]. The im-
portance of risk communication strategies while using SMPs cannot be undermined [180].

Although a tweet’s engagement and sentiment can only be calculated once it has
been posted, forecasting presents a fascinating way to predict the sentiments before-
hand. Time series–based strategies, such as autoregressive integrated moving average
(ARIMA) and vector autoregressions (VAR), have been used for forecasting emotions
from SMPs [128,193]. The seasonal autoregressive integrated moving average with exoge-
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nous factors (SARIMAX) model was recently used to gain insights into people’s current
emotional state via sentiment nowcasting on Twitter [135].

ML and natural language processing (NLP) algorithms have been recently used in
various instances; for example, Bayesian ridge and ridge regression models were used for
emotion prediction and health care analysis on large-scale data sets [45,79]. The elastic net
and lasso regression have been previously used for health care access management and
information exchange [56, 114], while linear regression, decision tree, and random forest
models are commonly used for epidemic-level disease tracking [176]. Different regression
boosting algorithms, such as AdaBoost, light gradient boost, and gradient boost, have
also been used for disease outbreak prediction [176]. Prophet, a Python library package,
was recently used for COVID-19 outbreak prediction [134].

3.1.3 Objective

The implications of social media communication by HCPs have been extensively dis-
cussed [46,142]. Although they focus on the advantages and methods of extracting health-
and disease-related content from social media, there is currently a lack of understand-
ing of how social media usage by public health agencies, nongovernment organizations
(NGOs), and pharmaceutical companies resonates with society. Additionally, the study
of tweets’ sentiments can supplement existing models for generating content for future
tweets. Predicting the tweet sentiment is 1 way to achieve this goal. Therefore, it is cru-
cial to convert this textual content into information for formulating future strategies and
gaining valuable insights into perceptions of social media users.

The remainder of the paper is structured as follows: First, a preliminary analysis of
topic modeling using the best-performing clustering algorithm is presented in the Meth-
ods section, followed by sentiment and engagement analysis using CardiffNLP’s twitter-
roberta-base-sentiment model. We then conducted time series–based sentiment forecast-
ing using 16 univariate models on the complete data set. The Results section outlines
model topics obtained, which were used for generating heatmaps to obtain insights into
topicwise tweets. Next, we discussed user engagement with its impact to understand
whether there were specific occurrences of higher levels of engagement impacted by
any offline events. In addition, we discussed results from best-performing sentiment-

35



forecasting models. Finally, in the Discussion section, we draw conclusions and present
an outline for future work.

3.2 Methods

3.2.1 Data Set

The data for this study (181,469 tweets) were gathered from the accounts of major US and
Canadian health care organizations, pharmaceutical companies, and the World Health
Organization (WHO) using the Twitter Academic API for Research v2 1 during the time
frame of January 1, 2017, to December 31, 2021. The top 5 pharmaceutical companies
were selected based on the recommendations made by HCPs on Twitter 2. Table 3.1 lists
the number of tweets scraped for each Twitter handle. Each organization is referred to as
a user, and the type of organization (ie, pharmaceutical company, public health agency,
NGO) is referred to as a user group for the scope of this study.

The complete timeline was divided into 2 phases for analysis, before COVID-19 and
during COVID-19, based on the confirmation of the first COVID-19 community transmis-
sion case in North America on February 26, 2020 [39]. Figure 3.1 presents an overview of
the research framework.

3.2.2 Content Analysis

The content of each user was divided into 2 phases, before and during COVID-19. We per-
formed topic modeling on the tweets authored by the organizations by using the topics
yielded by the best-performing topic model in order to explore the most and least talked
about topics with the help of heatmaps. Additionally, we examined the top 10 hashtags
used by these organizations.

1https://developer.twitter.com/en/products/twitter-api/academic-research
2https://creation.co/knowledge/hcps-discuss-booster-shot-to-decrease-the-high-spread-of-the-delta-

variant/
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Table 3.1: Distribution of tweets for the selected user accounts of 3 types of organizations.

Name of organization (Twitter handle) Before COVID-19, n (%) During COVID-19, n (%) Total tweets, N
Public health agencies

Centers for Disease Control and Prevention (CDCgov) 8435 (58.6) 5963 (41.4) 14,398
Centers for Disease Control and Prevention (CDC eHealth) 1376 (86.3) 219 (13.7) 1594
Government of Canada for Indigenous (GCIndigenous) 3505 (54.0) 2989 (46.0) 6494
Health Canada and PHAC (GovCanHealth) 7878 (17.2) 37,907 (82.8) 45,785
US Department of Health & Human Services (HHSGov) 7890 (56.9) 5969 (43.1) 13,859
Indian Health Service (IHSgov) 1090 (44.7) 1346 (55.3) 2436
Canadian Food Inspection Agency (InspectionCan) 4145 (62.2) 2516 (37.8) 6661
National Institutes of Health (NIH) 5837 (71.6) 2314 (28.4) 8151
National Indian Health Board (NIHB1) 1247 (51.1) 1195 (48.9) 2442
US Food and Drug Administration (US FDA) 5810 (59.7) 3925 (40.3) 9735
Total 47,213 (42.3) 64,343 (57.7) 111,555

Pharmaceutical companies
AstraZeneca (AstraZeneca) 3462 (78.2) 963 (21.8) 4425
Biogen (biogen) 1819 (61.9) 1120 (38.1) 2939
Glaxo SmithKline (GSK) 4200 (69.3) 1857 (30.7) 6057
Johnson & Johnson (JNJNews) 4813 (71.4) 1926 (28.6) 6739
Pfizer (pfizer) 3637 (64.1) 2039 (35.9) 5676
Total 17,931 (69.4) 7905 (30.6) 25,836

NGO (Non Government Organization
World Health Organization (WHO) 24,775 (56.2) 19,303 (43.8) 44,078

Figure 3.1: Overall research framework. WHO: World Health Organization.
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3.2.3 Preprocessing

First, all nonalphabets (numbers, punctuation, new-line characters, and extra spaces) and
Uniform Resource Locators (URLs) were removed using the regular expression module
(re 2.2.1)3 for all tweets. The cleaned text was then tokenized using the nltk 3.2.5 library4.
Next, stopwords were removed, followed by stemming using PorterStemmer, and lem-
matizing using the WordNetLemmatizer from nltk.

3.2.4 Topic Modeling

Researchers have used term frequency–inverse document frequency (TF-IDF) to create
document embeddings for tweets [115]. Following their approach, we preprocessed and
generated document embeddings for tweets and input them to 5 different clustering al-
gorithms: LDA, parallel LDA, nonnegative matrix factorization (NMF), latent semantic
indexing (LSI), and the hierarchical dirichlet process (HDP). These clustering algorithms
were executed 5 times with varying random seed values. The seed values accounted for
the short and noisy nature of tweets. We calculated the coherence scores of the topic
models, cumass [93] and cv [164], to confirm performance consistency over multiple runs.

We used Gensim LDA5, Gensim LDA multicore (parallel LDA)6, and Gensim LSI 7

models. For NMF and HDP models, we used online NMF8 for large corpora and online
variational inference9 models, respectively.

3.2.5 Heatmaps

Heatmaps were generated using seaborn to analyze the volume of tweets for each topic.
The topics yielded by the best-performing topic model as per the time phase (ie, before
and during COVID-19) were leveraged to generate heatmaps. Each cell represented the

3https://pypi.org/project/regex/
4https://pypi.org/project/nltk/
5https://radimrehurek.com/gensim/models/ldamodel.html
6https://radimrehurek.com/gensim/models/ldamulticore.html
7https://radimrehurek.com/gensim/models/lsimodel.html
8https://radimrehurek.com/gensim/models/nmf.html
9https://radimrehurek.com/gensim/models/hdpmodel.html
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total count of tweets for a particular topic by an organization. For example, among phar-
maceutical companies, AstraZeneca had the highest number of tweets (n=1729, 49.9%)
before COVID-19 for chronic diseases.

3.2.6 Hashtags

The top 10 hashtags mentioned in the users’ tweets were evaluated using the advertools
0.13.0 module10. This tool extracts hashtags in social media posts. It was used for analyz-
ing the similarities and differences in the tweeting behavior before and during COVID-19
and conducting topic analysis.

3.2.7 Sentiment Analysis

Sentiment analysis is an NLP approach used to categorize the sentiments appearing in
Twitter messages based on the keywords used in each tweet. We tested different models
that classify a user’s tweet in 1 of 3 categories: positive, negative, and neutral. Although
there is no common threshold for how many tweets should be sampled, we witnessed a
range of around 2000 tweets [7, 155, 155] to several thousand tweets [69, 140, 168] when
testing a model. For this study, we sampled 3000 tweets uniformly distributed over the
span of our data collection time frame and from all Twitter handles. The tweets were then
labeled by 3 distinct annotators, and the sentiment category with the highest votes was
chosen as the overall sentiment. CardiffNLP’s twitter-roberta-base-sentiment model11,
which is trained on a 60 million Twitter corpus, was used to obtain sentiment labels on
the sampled data set. We checked for similarity between human annotations and model
labels, and the similarity percentage for CardiffNLP’s model was 69.96%; the model was
therefore used to predict the sentiment on the remaining tweets of the users.

10https://pypi.org/project/advertools/
11https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
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3.2.8 Engagement Analysis

For a given user, Twitter defines the engagement rate12 as presented in Equation 3.1:

EngagementRate =
Engagement

Impressions
∗ 100 (3.1)

where “Engagement is the summation of the number of likes, replies, retweets, media
views, tweet expansion, profile, hashtag, URL clicks, and new followers gained for every
tweet, and Impressions is the total number of times a tweet has been seen on Twitter,
such as through a follower’s timeline, Twitter search, or as a result of someone liking
your tweet.”

Researchers have analyzed the impact (popularity) of Twitter handles by proposing
heuristic and neural network–based models [42, 162, 183]. We defined it as a function
of followers, following, the total number of tweets, and the profile age and calculated it
using Equation 3.2:

Impactuser =
(followers ∗ listedCount) ∗ log10( followers

following
+ 1)

tweetCount ∗ profileAge
(3.2)

where listedCount is the number of public lists of which this user is a member.

The total number of tweets produced by a user was considered inversely proportional
to the user’s impact, because a user tweeting occasionally and receiving higher engage-
ment is more impactful than a user tweeting regularly with lower engagement.

Engagement analysis was performed to quantify the popularity of a topic generated.
The engagement for each user was defined as the product of average engagement per
day and their impact, as described in Equation 3.3. The average engagement per day was
calculated as the sum of the count of likes, replies, retweets, and quotes per day. These
reactions were aggregated from January 1, 2017, to December 31, 2021.

12https://help.twitter.com/en/managing-your-account/using-the-tweet-activity-dashboard
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AvgEngagement/day =
likes+ replies+ retweets+ quotes

4 ∗ tweetsPerDay
∗ Impactuser (3.3)

The exponential moving average (EMA) was calculated with a window span of 151
days for every user, and outliers were removed using the z-score, followed by smoothen-
ing of the average engagement per day to the eighth degree using the Savitzky-Golay
filter [125].

3.2.9 Sentiment Forecasting

To forecast the sentiment per day, we first needed to quantify the overall sentiment of
the tweets from each user every day. We leveraged CardiffNLP’s twitter-roberta-base-
sentiment model13 to calculate the sentiments of all the tweets collected for our analysis
and then calculated the daily sentiment score, as mentioned in Equation 3.4, based on
the sentiment category with the maximum number of tweets for that day, followed by
assigning the sentiment score based on the sentiment: 0 for neutral sentiment, the ratio of
the count of positive tweets to total tweets for positive sentiment, and the negation of the
ratio of the count of negative tweets to the total tweets for negative sentiment.

dailySentimentScore =


0 : maxSentiment(tweets) = neutral

count(PositiveTweets)
totalTweets

: maxSentiment(tweets) = +ve

− count(NegativeTweets)
totalTweets

: maxSentiment(tweets) = −ve

(3.4)

The daily sentiment scores were then resampled to a monthly mean sentiment score,
which also helped us in handling missing values, if any. The complete timeline was di-
vided into 2 phases (ie, before and during COVID-19), as discussed before, and the senti-
ment score was forecasted on 20% of the data set in each period for all user groups.

A grid search was used to find optimal hyperparameters, and 5-fold cross-validation
was performed for every model. The statsmodel library14 was used for ARIMA15 and

13https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
14https://www.statsmodels.org/stable/index.html
15https://www.statsmodels.org/devel/generated/statsmodels.tsa.arima.model.ARIMA.html
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SARIMAX16 models, and pycaret17 was used for regression-based models. We also re-
ported the performance of the prophet18 model on the data set.

Three metrics, the mean absolute error (MAE), the mean square error (MSE), and the
root-mean-square error (RMSE), were selected to evaluate the forecasting accuracy of the
models. We considered 1-step-ahead forecasting for this study as it helped avoid prob-
lems related to cumulative errors from the preceding period.

3.2.10 Computational Resources

The study was performed using Compute Canada (now called the Digital Research Al-
liance of Canada) resources, which provide access to advanced research computing (ARC),
research data management (RDM), and research software (RS). The following is a list of
the computing resources offered by one of the clusters from National Services (Digital
Research Alliance), Graham:

• Central processing unit (CPU): 2x Intel E5-2683 v4 Broadwell@2.1 GHz

• Memory (RAM): 30 GB

3.3 Results

3.3.1 Content Analysis

The details of the parameters used for each model are discussed in Appendix Table 6.1.
Table 3.2 shows the mean coherence scores (cv and cumass) for each clustering algorithm.
Although the HDP had the highest cv scores in both time phases (ie, 0.696 and 0.650 be-
fore and during COVID-19, respectively), NMF had the best cumass scores (–3.653 and
–3.794, respectively) and generated the most meaningful topics for the data set (see Ap-
pendix Tables 6.2 and 6.3). Therefore, the top 5 topics generated by NMF were selected

16https://www.statsmodels.org/devel/generated/statsmodels.tsa.statespace.sarimax.SARIMAX.html
17https://pypi.org/project/pycaret/
18https://pypi.org/project/prophet/
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Table 3.2: Mean coherence scores and CPU time for different clustering algorithms.

Clustering algorithm cv cumass Time taken
(minutes:seconds)

Before COVID-19
LDA 0.352 –5.526 17:11
Parallel LDA 0.396 –3.709 5:48
NMF 0.493 –3.653 7:38
LSI 0.316 –5.921 0:16
HDP 0.696 –18.668 3:24

During COVID-19
LDA 0.456 –5.688 14:01
Parallel LDA 0.446 –3.990 6:08
NMF 0.567 –3.794 7:04
LSI 0.381 –5.356 0:16
HDP 0.650 –17.610 3:01

to search for on the first page of Google Search results. The resulting contents were then
retrieved to interpret the extracted topic keywords to propose a suitable topic name. For
example, for the set of keywords yielded by the topic model “community health, care,
community health services, health center, family health centers, community plan, com-
munity clinic, family health care, qualified health centers, health services,” we assigned
the topic community health care.

The scaled heatmaps showing the topic distribution for different Twitter handles are
shown in Figure 3.2. Prior to COVID-19, chronic diseases were the most active topic,
with a total of 9488 tweets from pharmaceutical companies and WHO (see Figure 3.2a).
However, during COVID-19, we observed that COVID-19, health research, and chronic
diseases were the most-discussed topics, with 52,148 tweets from all data sets combined
(see Appendix Figure 6.1).

This shift in the tweets’ content was observed across the complete data set, and we
further made the following inferences:

• Before COVID-19: Chronic diseases were the most talked about topic for pharma-
ceutical companies (AstraZeneca, 1729, 49.9%, tweets; Pfizer, 1168, 32.1%, tweets)
and for WHO (4831, 19.5%, tweets), followed by tweets on health research (WHO,
1703, 6.9%, tweets; AstraZeneca, 1037, 29.9%, tweets). This is supported by Figure
3.3a, which shows cancer, lungcancer, alzheimers, hiv, and ms to be prominently
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Figure 3.2: Scaled heatmaps showing topic distribution for pharmaceutical companies

before and during COVID-19.

used in tweets. Among public health agencies, the NIH’s and the CDC’s Twitter
handles were the most active, with 1840 (31.6%) and 1742 (20.6%) tweets discussing
health research and chronic diseases, respectively, strongly supported by the most
used hashtags nativehealth and foodsafety (refer to Appendix Figure 6.2).

• During COVID-19: Chronic diseases and health research were the most active top-
ics for AstraZeneca (680, 70.6%, tweets) and Glaxo SmithKline (GSK, 655, 35.2%,
tweets), respectively. In addition, COVID-19 and vaccination were most talked
about by GSK (398, 21.4%, tweets) and Pfizer (396, 19.4%, tweets). Figure 3.3b
shows the hashtags supporting this: covid19, alzheimers, cancer, multiplesclero-
sis, and vaccine. GovCanHealth was by far the most active public health agency
on Twitter, with 16,832 (87.2%) tweets on health research, 16,449 (85.2%) tweets on
vaccination, and 14,260 (73.8%) tweets on COVID-19, having covid19, coronavirus,
and covidvaccine as trending hashtags. The majority of the tweets by WHO were on
COVID-19 (8911 tweets) and vaccination (2131 tweets), with covid19, coronavirus,
and vaccineequity appearing frequently in the tweets (refer to Appendix Figure 6.2).

3.3.2 Engagement Analysis

WHO (user impact=4171.24) had the highest impact overall, followed by public health
agencies (CDC user impact=2895.87; NIH user impact=891.06). Among pharmaceutical
companies, Pfizer’s user impact was the highest at 97.79. The user impact was normalized
between the range of 0 and 1 and is shown in Figure 3.4.

44



Figure 3.3: Top hashtags of pharmaceutical companies before and during COVID-19.

Figure 3.4: User impact of all Twitter handles scaled between 0 and 1. CDC: Centers for

Disease Control and Prevention; NIH: National Institutes of Health; WHO: World Health

Organization.

3.3.3 Engagement Analysis

Among pharmaceutical companies, Pfizer’s user engagement was far higher than that
of others (Figure 3.5), both before and during COVID-19, with the highest engagement
observed at the time of its COVID-19 vaccine’s success in November 2020. A jump in
engagement was also observed in May 2021, when Pfizer announced its plan for helping
India fight the second wave of coronavirus (refer to Appendix Table 6.4).

A similar trend was observed in public health agencies, with the CDC’s account show-
ing the highest user engagement between March and June 2020, the early months of the
COVID-19 pandemic. A sharp rise in user engagement was observed in May 2021, when
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Figure 3.5: User engagement on Twitter accounts of pharmaceutical companies from Jan-

uary 1, 2017, to December 31, 2021.

the CDC announced a relaxation on social distancing and masking rules for fully vac-
cinated individuals. The user engagement on WHO’s account varied significantly over
time. Its engagement was the highest in the time frame of February-April 2020, the early
months of the pandemic, similar to what was observed for public health agencies. A
sharp increase was seen in October 2020 following the announcement of the World Mental
Health Day and in late 2020, when WHO made an announcement for COVID-19 vaccine
development (refer to Appendix Figure 6.3).

3.3.4 Sentiment Forecasting

Table 3.3 shows the MAE, MSE, and RMSE for the 16 models used on the data sets. Over-
all, ARIMA (univariate) and SARIMAX models performed best on the majority of the
subsets of the data (divided as per the organization and period), and we further made the
following inferences:

• Before COVID-19: ARIMA and SARIMAX models generated the lowest MSE (0.005)
and RMSE (0.072) for pharmaceutical companies. When measuring the model per-
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Table 3.3: Results of time series sentiment forecasting using different ML models (all

metrics are 5-fold cross-validation).

Pharmaceutical companies Public health agencies WHO
Before COVID-19 During COVID-19 Before COVID-19 During COVID-19 Before COVID-19 During COVID-19

Models MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE
ARIMA 0.063 0.005 0.072 0.098 0.013 0.112 0.027 0.001 0.032 0.240 0.082 0.286 0.066 0.006 0.080 0.106 0.012 0.111
SARIMAX 0.065 0.005 0.072 0.084 0.011 0.104 0.028 0.001 0.031 0.709 0.011 0.106 0.054 0.004 0.061 0.047 0.004 0.066
Bayesian ridge 0.083 0.010 0.100 0.102 0.018 0.119 0.031 0.001 0.037 0.141 0.037 0.163 0.075 0.009 0.087 0.061 0.008 0.075
Ridge regression 0.069 0.008 0.085 0.079 0.011 0.094 0.030 0.002 0.038 0.124 0.029 0.147 0.076 0.009 0.091 0.056 0.007 0.068
CatBoost regressor 0.066 0.007 0.080 0.072 0.008 0.086 0.027 0.001 0.035 0.104 0.023 0.127 0.079 0.009 0.089 0.052 0.007 0.065
K-neighbors regressor 0.070 0.009 0.087 0.075 0.008 0.087 0.030 0.001 0.036 0.093 0.022 0.113 0.081 0.011 0.100 0.050 0.007 0.061
Elastic net 0.070 0.008 0.088 0.080 0.009 0.093 0.029 0.001 0.035 0.087 0.021 0.109 0.082 0.011 0.100 0.046 0.006 0.059
Lasso regression 0.070 0.008 0.088 0.080 0.009 0.093 0.029 0.001 0.035 0.087 0.021 0.109 0.082 0.011 0.100 0.046 0.006 0.059
Random forest regressor 0.065 0.007 0.081 0.080 0.010 0.093 0.028 0.001 0.034 0.110 0.024 0.134 0.082 0.009 0.090 0.047 0.006 0.060
Light gradient boosting machine 0.070 0.008 0.088 0.080 0.009 0.093 0.029 0.001 0.035 0.087 0.021 0.109 0.082 0.011 0.100 0.046 0.006 0.059
Gradient boosting regressor 0.075 0.008 0.086 0.079 0.010 0.094 0.029 0.001 0.036 0.141 0.034 0.168 0.082 0.010 0.094 0.051 0.008 0.064
AdaBoost regressor 0.070 0.007 0.082 0.080 0.010 0.091 0.029 0.001 0.037 0.084 0.020 0.105 0.087 0.010 0.096 0.057 0.007 0.072
Extreme gradient boosting 0.068 0.009 0.087 0.080 0.011 0.098 0.031 0.002 0.040 0.151 0.045 0.171 0.087 0.011 0.098 0.055 0.007 0.065
Decision tree regressor 0.076 0.009 0.086 0.087 0.013 0.106 0.029 0.001 0.037 0.112 0.030 0.142 0.098 0.014 0.111 0.048 0.006 0.061
Linear regression 0.245 0.312 0.314 0.094 0.017 0.114 0.157 0.164 0.216 0.124 0.029 0.148 2.367 52.719 3.334 0.062 0.008 0.076
Prophet 0.108 0.016 0.126 0.089 0.011 0.104 0.040 0.002 0.049 0.120 0.015 0.124 0.114 0.020 0.143 0.086 0.011 0.106

formance through the MAE, ARIMA performed better than all other models (0.063).
A similar trend was observed for public health agencies, with ARIMA having the
lowest MAE (0.027) and SARIMAX having the lowest RMSE (0.031) and a tie be-
tween them for the MSE (0.001). SARIMAX had the lowest MAE (0.054), MSE
(0.004), and RMSE (0.080) on the WHO data set.

• During COVID-19: Using the CatBoost regressor gave the lowest MAE (0.072) and
RMSE (0.086), while the K-neighbors regressor yielded the lowest MSE (0.008) for
pharmaceutical companies. Performing regression using AdaBoost generated the
lowest MAE (0.084) and RMSE (0.105) among all models used, and SARIMAX had
the lowest MSE (0.011) for public health agencies. For WHO, the elastic net, lasso
regression, and light gradient boosting performed equally well, with all 3 models
having the same MAE (0.046) and RMSE (0.059), and SARIMAX had the lowest MSE
(0.004).

Figure 3.6a shows the 1-step-ahead forecast for pharmaceutical companies before COVID-
19 using ARIMA. The model was trained on sentiment scores from January 2017 to June
2019 and tested on data from July 2019 to February 2020 for tweets before COVID-19. The
1-step-ahead forecasting aligned well with the observed sentiment scores, and we ob-
tained similar results for public health agencies and WHO. The organizations showed
some deviations from observed sentiments while conducting 1-step-ahead forecasting
during COVID-19, making it difficult to predict their sentiment accurately, as seen in
Appendix Figure 6.4.
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Figure 3.6: One-step-ahead forecast for all pharmaceutical companies before and during

COVID-19 using the best-performing models from Appendix Table 6.1). ARIMA: autore-

gressive integrated moving average.

To verify the forecasting performance of these models, we checked for the nature of
their residual errors (ie, whether the residuals of the models were normally distributed
with mean 0 and SD 1 and were uncorrelated). From Appendix Figure 6.5, as in the case
of public health agencies, before COVID-19 using ARIMA, we confirmed the aforemen-
tioned through plot diagnostics. The green kernel density estimation (KDE) line closely
followed the normal distribution (N ∈ 0,1) line in the top-right corner of Appendix Figure
6.5, which is a positive indicator that the residuals were scattered normally. The quantile-
quantile (Q-Q) plot on the bottom left shows that the distribution of residuals (blue dots)
approximately followed the linear trend of samples drawn from a standard normal distri-
bution, N. This confirms again that the residuals were normally distributed. The residuals
over time (top left in Appendix Figure 6.5) showed no apparent seasonality and have 0
mean. The autocorrelation plot (ie, correlogram) attested this, indicating that the time se-
ries residuals exhibited minimal correlation with lagged forms of themselves. Thus, these
findings encouraged us to believe that our models provide an adequate fit, which might
aid us in understanding the sentiments of the organizations and forecasting their values
without overburdening our hardware with computationally heavy models.
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3.4 Discussion

3.4.1 Principal Findings

In this paper, we proposed a framework for using NLP-based text-mining techniques
for performing comprehensive social media content analysis of various health care or-
ganizations. We processed reasonably large amounts of textual data for topic modeling,
sentiment and engagement analysis, and sentiment forecasting. Our study revealed the
following key findings:

• Being the most active organization on social media does not translate to more user
impact. WHO and the US public health agency CDC generated far more user impact
than the Public Health Agency of Canada, even though the latter had a high number
of relevant tweets when analyzed topicwise. People are more likely to engage with
neutral tweets, which usually consist of some public health announcement rather
than exclusively positive or negative tweets. This might mean that organizations
can leverage this knowledge while creating content for social media posts in the
future to increase their visibility in the online sphere.

• Certain topics normally translate to more user engagement. Although the content
on chronic diseases and health research dominated most of the tweets posted over
the study period, there was a marked shift toward a discussion on COVID-19 and
vaccination for public health agencies, more than what was observed in pharmaceu-
tical companies. Tweets on COVID-19 and chronic diseases generate more interest
among the public. Perhaps surprisingly, we found that people are not much recep-
tive to content on medical trials, often shared by pharmaceutical companies, unless
it concerns a public health emergency, such as the COVID-19 pandemic. Using par-
ticular hashtags certainly helps in generating engagement, as we found that most
user engagement was highly skewed toward tweets concerning COVID-19. More-
over, our study revealed that compared to the user engagement patterns found in
the majority of health care organizations (ie, with peaks observed around major
events or announcements), there are wide variations in user engagement for WHO.
This could be due to the global presence of WHO, implying that it might not be the
same set of followers engaging with its content every time, but rather only those
who are impacted by or interested in the content in some way.
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• When the content is structured, results tend to exceed expectations. We conducted
sentiment forecasting on the data sets using different moving averages and various
ML univariate models. Surprisingly, we observed that when the content is struc-
tured, as is normally the case for that available on official Twitter accounts, results
tend to exceed expectations, more so before COVID-19 than during COVID-19. The
models used in this research are able to predict monthwise tweet sentiment with
high accuracy and low errors. This helped us in analyzing our work in-depth, and
we did not need to create any multivariate ML models. Results show that commonly
used ARIMA and SARIMAX models work well, and they can be used for predict-
ing tweet sentiments on live data. This could also help organizations correlate tweet
sentiment with user engagement. For example, the highest engagement on Pfizer’s
tweets was for the ones labeled neutral, implying that the organization should struc-
ture the content of its future tweets in a similar manner to maintain higher levels of
engagement. Furthermore, tweets that mention more news-relevant content might
be able to translate it into more user engagement.

3.4.2 Limitations and Future Work

There are some limitations of this study that could be addressed in future research. First,
this work focused on dividing the tweets into 2 phases, before and during COVID-19.
In the future, researchers can pursue other methods of structuring the analysis timeline.
Second, this study dealt with only the structured textual content of tweets. It would be
interesting to also incorporate the presence of image attributes in future studies. Third,
as the scope of this study was limited to health care organizations, we did not account for
public demographics. Understanding the demographic background of the public engag-
ing with this content is another area that can be explored in future studies. Finally, even
though I provide recommendations on how content could be structured on Twitter for in-
creasing user engagement, organizations should consider their priorities and judgment,
including ensuring they combat misinformation effectively.
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3.4.3 Conclusion

This study examined the online activity of US and Canadian health care organizations on
Twitter. The NLP-based analysis of social media presented here can be incorporated to
gauge engagement on the previously published tweets and to generate tweets that create
an impact on people accessing health information via SMPs. As organizations continue to
leverage SMPs by providing the latest information to the community, predicting a tweet’s
sentiment before publishing can boost an organization’s perception by the public. In
conclusion, we found that performing content analysis and sentiment forecasting on an
organization’s social media usage provides a comprehensive view of how it resonates
with society.
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Chapter 4

Exploring How Healthcare Organizations
Use Twitter: A Discourse Analysis

All of this chapter has been accepted in the International Conference on Intelligent
Biology and Medicine (ICIBM 2023) as the following peer-reviewed article :
• Singhal, A., & Mago, V. Exploring How Healthcare Organizations Use Twitter: A
Discourse Analysis.

Using the advancements in the field of Natural Language Processing, this chapter provides
insights into NLP for health literacy and presents a way for organizations to structure their
future content to ensure maximum public engagement.

Keywords : Twitter, causality inference, association rule mining, healthcare organi-
zations, topic modeling
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4.1 Introduction

4.1.1 Background and Literature Review

The use of social media platforms for information dissemination has grown significantly
in the last decade. Among them, Twitter has emerged as a preferred platform, with 7 out
of 10 American adults using it as a daily source of news [136]. Health-related content is
one of the crucial types of information shared on the micro-blogging platform, often dis-
seminated by over 2,000 healthcare professionals worldwide [157]. Existing research has
focused on analyzing important social dimensions, such as audience reach (e.g., followers
and subscribers) and post interactivity (e.g., retweets and likes), to identify the impact of
online content [14, 15, 221]. However, there is a dearth of studies that explore the under-
lying textual patterns in the content shared by healthcare organizations on Twitter.

Twitter has been widely used for real-time infoveillance of health messages and has
been studied for content analysis by health practitioners, researchers, and computer sci-
entists [36,133]. Previous research has examined Twitter data to identify top technologies
in the health domain using hashtag analysis [73]. In addition, Broniatowski et al. have
explored the use of Twitter bots to amplify vaccine hesitancy [24]. Other studies have fo-
cused on health literacy promotion through Twitter and identifying health-related causal-
ities from tweets, such as stress, insomnia, and headache [49, 220]. Twitter has also been
investigated for COVID-19-related health beliefs [202]. Various techniques are available
to identify stakeholder characteristics on social media platforms (SMPs), including topic-
clustering and content analysis [119, 194]. In the context of pharmaceutical companies,
research has focused on public opinions related to COVID-19 vaccines [32,57,159]. Using
techniques such as latent Dirichlet allocation (LDA) and valence-aware dictionary and
sentiment reasoner (VADER), researchers have analyzed topics, trends, and sentiments
over time [32].

Association rule mining is a data mining technique used to identify relationships be-
tween variables in a large dataset by analyzing their co-occurrences. Previous research in
social media analysis has utilized association rule mining to understand human behav-
ior [160]. One study on social media involved conducting feature-based opinion analysis
using an evolutionary approach with association rule mining, as well as performing inter-
est mining to reveal the relationship between interests and their application value [129].
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Other studies have explored the importance of public engagement on Twitter, associa-
tion rule mining for topic extraction on social media platforms, and the use of centrality
measures for detecting influential users on social media [3, 103, 177]. Recent research has
also used association rule mining to extract meaningful information from social media
data. For example, researchers have used association rule mining to identify depression
symptoms on Twitter and to predict drug usage on the platform [122,192]. Gender differ-
ences in internet users have also been identified through aggregation-based data mining
algorithms [206]. In addition, researchers have explored the use of word embedding tech-
niques for medication usage classification on Twitter and for the classification of tweets
based solely on COVID-19 symptoms [66,90]. Overall, association rule mining has proven
to be an effective tool for social media analysis and has been used in a variety of contexts
to gain insights into human behavior and social trends.

In recent years, the field of causality analysis in social media has garnered significant
interest, as social media platforms generate vast amounts of data that have the poten-
tial to reveal causal relationships between variables of interest [62]. For instance, natural
experiments have been used to assess the causal impact of social media on political partic-
ipation, while regression discontinuity design has been employed to identify the causal
impact of social media on mental health outcomes [34, 65]. These studies illustrate the
potential of causal inference techniques to enhance our understanding of the intricate
relationships in social media data.

4.1.2 Objective

In the context of the current global pandemic caused by SARS-CoV-2 (COVID-19), it is
essential to understand the impact of social media content on users. As a means of com-
municating medical information, healthcare organizations make use of social media plat-
forms. Identifying underlying text patterns on Twitter can be challenging due to the large
volume of data generated on the platform, as well as the unstructured and noisy nature
of the data. In addition, the use of hashtags and mentions can make it challenging to
distinguish between topics and identify relevant tweets. Finally, the rapidly changing na-
ture of Twitter content means that patterns and trends can emerge and disappear quickly.
Therefore, this study focuses on two primary research questions:
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Research question 1: What are the significant text patterns that shape the content of
tweets by health agencies and pharmaceutical companies in the US and Canada, and
how do they compare with the WHO?

Understanding the topics and information that attract Twitter users can help organiza-
tions create content that maximizes user engagement. Identifying underlying text pat-
terns in tweets can provide valuable insights into the topics that are most relevant to a
given audience. This information can be used by organizations to tailor their content and
messaging to better engage their target audience. In addition, analyzing text patterns
can help organizations gain a deeper understanding of how they are discussing specific
topics, identify key influencers, and track emerging trends. All of this information can
help organizations make informed decisions about their social media strategies and ul-
timately improve their outreach efforts. Moreover, visualizing the inter-relationship be-
tween words of interest, i.e., rules and word patterns, can highlight impactful language
styles and text patterns. To achieve these goals, we applied topic modeling and associa-
tion rule mining to our dataset.

Findings: Pharmaceutical companies shared a more diverse range of content com-
pared to other organizations, while COVID-19 was the most commonly discussed topic
across all of them. More details are available in Sections 4.3.1 and 4.3.2.

Research question 2: How can we analyze and evaluate the impact of word patterns on
the content shared by healthcare organizations on Twitter?

Twitter users interact with the content shared on the micro-blogging platform in various
ways, including likes, reshares, replies, and others. Additionally, every word pattern and
rule generated through association rule mining has specific metrics linked with it. To
evaluate the relationship between the two, we employed two evaluation metrics: Tweet
Popularity and Rule Support. Identifying the relationship between tweet popularity and
text patterns can help healthcare professionals understand how users engage with content
shared by healthcare organizations on Twitter. In order to determine whether a change
in one variable, such as the use of association rule, hashtag, or mention leads to changes
in tweet popularity, we conducted causality analysis. This information can be useful in
understanding the effectiveness of communication strategies and identifying what types
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of content resonate with users, which can lead to more effective dissemination of infor-
mation. To identify potential confounding factors that could impact tweet popularity, we
conducted causality analysis on the following hypotheses:

Hypothesis 1: Twitter posts having top hashtags and mentions receive more retweets,
i.e. they are more popular.

Hypothesis 2: Twitter posts having popular association rules receive more retweets,
i.e. they are more popular.

Findings: Both hypotheses were confirmed, with the presence of popular association
rules resulting in a higher probability of increased tweet popularity. More details are
available in Section 4.3.3.

The ultimate objective of this study is to provide valuable insights into the use of tex-
tual features for structuring online content, thereby enhancing public engagement. This
paper is organized as follows: Section 4.2 describes the dataset, content analysis, asso-
ciation rule mining, and causality analysis. Section 4.3 presents the study’s findings,
followed by a discussion in Section 4.4. Lastly, Section 4.5 concludes the paper.

4.2 Materials and Methods

4.2.1 Dataset

This study utilized Twitter data from ten major healthcare organizations in North Amer-
ica and the World Health Organization (WHO). Focusing on a specific geographical re-
gion, such as North America, provides us with a context-specific approach, which may
affect how health information is communicated and received on social media platforms.
This approach enables a deeper understanding of the unique features and factors that
impact Twitter usage and the dissemination of health information in that context. Phar-
maceutical companies play an important role in developing and producing medical prod-
ucts, including vaccines, which are important in the context of the COVID-19 pandemic.
Analyzing their use of Twitter can provide insights into their messaging and communi-
cation strategies, which can be useful for both the pharmaceutical companies themselves
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Table 4.1: Number of tweets for each organization.

Organization (Twitter Account) Number of Tweets
Public Health Agencies

Centers for Disease Control and Prevention (@CDCgov) 8,629
Indian Health Service (@IHSgov) 1,832
Health Canada and PHAC (@GovCanHealth) 52,518
Government of Canada for Indigenous (@GCIndigenous) 3,833

Total 66,812
Pharmaceutical Companies

Pfizer (@pfizer) 2,813
Johnson & Johnson (@JNJNews) 2,538
Eli Lilly and Company (@LillyPad) 2,078
Merck (@Merck) 2,204
AbbVie (@abbvie) 1,913

Total 11,546
Non-governmental Organization

World Health Organization (@WHO) 25,989

Centers for Disease Control and 
Prevention (@CDCgov)

Indian Health Service (@IHSgov)

Health Canada and PHAC 
(@GovCanHealth)

Government of Canada for 
Indigenous (@GCIndigenous)

Pfizer (@pfizer)

Johnson & Johnson (@JNJNews)

Eli Lilly and Company (@LillyPad)

Merck (@Merck)

AbbVie (@abbvie)

World Health Organization 
(@WHO)

and for public health organizations looking to work with them. Furthermore, comparing
the Twitter usage of health agencies and pharmaceutical companies in the US and Canada
with that of the WHO allows us to gain insights into the differences in content and mes-
saging strategies employed by organizations with different levels of reach and influence.
This is valuable for organizations looking to improve their own social media strategies, as
the WHO’s Twitter usage may serve as a benchmark for best practices in health commu-
nication on social media. We collected a total of 104,347 tweets from January 01, 2020, to
December 31, 2022, using Twitter Academic API for Research v2. National public health
agencies, indigenous health agencies, and the top 5 pharmaceutical companies by market
capitalization1 in the United States and Canada were selected for this research. Table 4.1
outlines the number of tweets for each organization, and Fig. 4.1 presents an overview of
the research framework.

4.2.2 Content Analysis

In order to understand the textual content of the tweets, we perform the following analy-
ses:

1https://www.globaldata.com/companies/top-companies-by-sector/healthcare/us-companies-by-
market-cap/
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Figure 4.1: Overview of research framework.

Topic Modeling

Topic modeling is a statistical technique widely used in natural language processing to
identify latent topics within a collection of documents. In social media, it can be used
to analyze the content of tweets shared by healthcare organizations and identify the key
themes that emerge. By identifying these themes, we extract the topics that are most
relevant to users and can develop content that is tailored to their interests. The process
of topic modeling involves identifying a set of latent topics and then analyzing the fre-
quency of words and phrases that are associated with each topic. We first pre-processed
the data to remove all non-alphabet characters such as punctuations, numbers, new-line
characters, and extra spaces using the regex2 (regular expression) module 2.2.1. Then,
we tokenized it using the nltk3 3.2.5 library and performed stemming and lemmatization
using PorterStemmer and WordNetLemmatizer, respectively.

In this study, we utilized the term frequency-inverse document frequency (TF-IDF)
method to create document embeddings for tweets [115]. The resulting embeddings
were then preprocessed and fed into four different clustering algorithms, including la-

2https://pypi.org/project/regex/
3https://nltk.readthedocs.io/en/latest/
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Table 4.2: Model parameters for topic clustering using TF-IDF document embeddings.

Clustering Algorithm Epochs Chunk Size A-priori belief on
doc-topic distribution

A-priori belief on
topic-word distribution

Gradient descent
step size

LDA 50 1000 0.01 0.9 NA
LSI NA 1000 NA NA NA
NMF 50 1000 NA NA 1
HDP NA 1000 0.01 NA 1

tent dirichlet allocation (LDA), nonnegative matrix factorization (NMF), latent semantic
indexing (LSI), and the hierarchical dirichlet process (HDP). The clustering algorithms
were executed five times using varying random seed values to account for the short and
noisy nature of tweets. Table 4.2 shows model parameters for topic clustering. To ensure
consistency in performance across multiple runs, the coherence scores of the topic models
were calculated using both the cumass and cv methods [144, 164]. The Gensim LDA4 and
Gensim LSI5 models were used for the analysis, while online NMF6 for large corpora and
online variational inference models were used for NMF and HDP7 models, respectively.

Heatmaps

Creating heatmaps on topics of tweets shared by healthcare organizations helps us vi-
sualize the distribution of topics across different organizations and time periods. This
can show which topics are most commonly discussed by healthcare organizations and
how these topics may change over time. By examining the heatmap, we identify trends
in the distribution of topics and patterns in how different organizations discuss certain
topics. This information can be useful for organizations looking to improve their social
media strategies, as they can identify which topics are most relevant to their audience and
develop content accordingly. Heatmaps also help us identify topics that are commonly
discussed by multiple organizations, as these topics may be particularly important or rel-
evant to the broader healthcare community. By identifying these topics, we understand
areas of shared interest and potential opportunities for collaboration among healthcare
organizations. We created heatmaps to visually analyze the number of tweets for each
topic. We used the best-performing topic model to generate them, and each cell in the
heatmap represented the total count of tweets for a specific topic by an organization. The

4https://radimrehurek.com/gensim/models/ldamodel.html
5https://radimrehurek.com/gensim/models/nmf.html
6https://radimrehurek.com/gensim/models/lsimodel.html
7https://radimrehurek.com/gensim/models/hdpmodel.html
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cells in the heatmap are color-coded based on the prevalence of the topic. The darker the
color, the higher the prevalence of the topic.

Hashtags and Mentions

Hashtags and mentions can serve as indicators of the conversations and communities that
are engaged in a particular topic, as well as the influencers and thought leaders who are
driving the discussion. By analyzing their frequency and patterns, we gain a better un-
derstanding of how organizations are engaging with health-related topics on social media
and which topics are generating the most engagement and interest. This information can
be useful for healthcare organizations to tailor their social media strategies and content
to better engage with their audience and promote their messaging effectively. The adver-
tools8 0.13.2 module was used to analyze the top 10 hashtags and mentions in the data.

4.2.3 Association Rule Mining

Association rule mining is used to uncover the co-occurrence of specific words or phrases,
which can provide insights into the topics that are frequently discussed together in tweets.
These can be used to inform content creation and messaging strategies for healthcare or-
ganizations on social media platforms like Twitter. In addition, association rule mining
helps to identify potentially useful combinations of keywords or phrases that can be used
to optimize search queries and information retrieval in the context of health information
dissemination. By identifying which keywords or phrases are frequently mentioned to-
gether in tweets, we can develop more effective search strategies that take into account
the associations and relationships between different concepts in the domain of health
communication.

The mlxtend python library was utilized for association rule mining in our study 9. The
dataset was cleaned (as described in previous section), encoded as Numpy arrays using
the TransactionEncoder() API and transformed into a one-hot encoded Numpy boolean ar-
ray using the fit and transform methods. It was then converted into a pandas DataFrame. To
perform association rule mining on the tweets, we utilized the Apriori algorithm, which

8https://pypi.org/project/advertools/
9https://github.com/rasbt/mlxtend
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Table 4.3: Grid search parameters used for obtaining association rules.

2*Twitter Group Support value Confidence value Final Support
Threshold

Final Confidence
Threshold

Number
of Rules

Start End Step size Start End Step size
Public Health Agencies 0.0095 0.105 0.001 0.5 1 0.1 0.1 0.9 980
Pharmaceutical Companies 0.03 0.04 0.001 0.5 1 0.1 0.034 0.5 278
World Health Organization 0.01 0.02 0.001 0.5 1 0.1 0.015 0.8 451

is a classic and widely-used algorithm for mining frequent itemsets [4, 5] by employing
the function from mlxtend.frequent patterns. We generated rules of the form X→Y [189]
by performing a grid search, where X and Y refer to the antecedent and consequent, re-
spectively. These rules were evaluated based on metrics such as support, confidence, and
lift to determine their strength and significance. Table 4.3 displays the parameters that
were used for grid search to determine the number of relevant association rules for each
Twitter group, and the corresponding parameters utilized for deriving these association
rules.

The confidence metric was calculated to determine interesting rules:

confidence(A → C) =
support(A → C)

support(A)
; range ∈ [0, 1] (4.1)

where
support(A → C) = support(A ∪ C) ; range ∈ [0, 1] (4.2)

For instance, a support threshold of 0.5 (50%) means that a set of items should appear
together in at least 50% of all transactions in the database. When both antecedent and
consequent always occur together, the confidence is 1. We filter rules using the lift metric,
which ensures that antecedents and consequents are statistically independent, i.e., lift ≥
1.

lift(A → C) =
confidence(A → C)

support(C)
; range ∈ [0,∞) (4.3)
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Graphical Visualizations

Graphical visualizations of association rules obtained provide valuable insights into the
relationships between different topics and concepts. By representing these relationships
visually, we can more easily identify patterns and trends in the data that might be diffi-
cult to discern from raw numbers or statistics alone. In our study, we utilized the D3JS10

JavaScript library, a popular tool for generating interactive network visualizations, to cre-
ate hierarchical edge bundling charts. In these charts, we map the antecedents and con-
sequents obtained from the association rules as the source and target, respectively. This
helps us to identify clusters of related terms, as well as any outliers or unexpected rela-
tionships between terms. Furthermore, graphical visualizations make it easier to commu-
nicate the results of the analysis to a broader audience, including healthcare professionals,
policymakers, and members of the public who may not have a technical background. The
visual nature of these representations can make the findings more accessible and easier to
understand, which can be particularly important in the context of public health commu-
nication.

Quantitative Analysis

Calculating tweet popularity and rule support for association rules obtained from tweets
shared by healthcare organizations is important for evaluating the significance and rele-
vance of the rules. Following Mahdikhani’s approach, we measure tweet popularity as
the count of retweets [123].

Rule support is a measure of the frequency with which a rule occurs in the data set. By
calculating tweet popularity for tweets associated with certain rules, we identify which
rules are associated with tweets that have the most engagement, indicating that these top-
ics or themes are more interesting or relevant to the audience. We calculate rule support as
the summation of antecedent support, consequent support, overall support, confidence,
lift, leverage, and conviction metrics.

10https://d3js.org
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Rule support = antecedent support+ consequent support+ overall support+

confidence+ lift+ leverage+ conviction (4.4)

4.2.4 Causality Analysis

Causality analysis, also known as causal inference, is a statistical method used to deter-
mine if there is a causal relationship between two or more variables [146]. It involves
identifying a potential causal relationship between an independent variable and a depen-
dent variable and then determining whether that relationship is actually causal or just
a result of some other factor, called a confounding variable. To analyze the causal rela-
tionship between the occurrence of top hashtags, mentions, association rules, and tweet
popularity, we construct a dataset by comparing their frequencies in the top 10% and the
bottom 10% of the tweets ranked by popularity. We assign a binary value of 1 if they
occur, and 0 if they do not. We then use the CausalInferenceModel from the CausalNLP11

package along with an LGBMClassifier that has 500 leaves as the base learner. We con-
sider the overall treatment effect across all observations in the dataset.

4.2.5 Computational Resources

This study utilized the advanced research computing (ARC), research data management
(RDM), and research software (RS) resources provided by Compute Canada, now known
as the Digital Research Alliance of Canada. Specifically, we used one of the clusters called
Graham, which offered the following computing resources:

• Central processing unit (CPU): 2x Intel E5-2683 v4 Broadwell@2.1 GHz

• Memory (RAM): 30 GB
11https://github.com/amaiya/causalnlp
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Table 4.4: Mean coherence scores for topic modeling using different clustering algo-

rithms.

Clustering Algorithm Public Health Agencies Pharmaceutical Companies World Health Organization
cv cumass cv cumass cv cumass

LDA 0.4240202647 -4.494327319 0.4937176966 -4.736215923 0.383932226 -4.571343897
NMF 0.5105442417 [HTML]32CB00-3.58084239 0.5955689283 -4.569011046 0.4195732471 [HTML]32CB00-4.223622355
LSI 0.4274006726 -4.217779619 0.450525174 -4.790466135 0.3155738006 -4.245038402
HDP 0.6681490255 -18.13566144 [HTML]32CB000.7406355945 -19.83139046 0.7215923057 -19.2754207

Table 4.5: List of topics obtained for each Twitter group.

C¿X

Public Health Agencies Pharmaceutical Companies World Health Organization
Topic Topic Keywords Topic Topic Keywords Topic Topic Keywords

Communication [’receive’,’inform’,
’reply’,’offer’] Communication [’shortage’,’misinformation’] Leadership [’drtedro’,’meet’,’report’,

’remark’]

COVID-19 [’covid’,’pandemic’,
’death’,’vaccine’,’coronavirus’] COVID-19 [’covid’,’omicron’,’vaccine’,

’virus’,’coronavirus’] COVID-19 [’covid’,’pandemic’,’death’,
’vaccine’,’coronavirus’]

Community Healthcare [’support’,’resource’,
’family’,’opportunity’,’help’] Community Healthcare [’cancer’,’heart’,’pregnancy’,

’myeloma’,’gene’,’haemophilia’] Community Healthcare [’support’,’people’,’live’,
’protect’,’safe’,’risk’,’care’]

General health [’disease’,’mental’,
’health’,’stigma’] Health announcements [’market’,’field’,’campaign’] General Health [’health’,’disease’,

’emergency’]

Youth health [’youth’,’active’,’profession’] World Regions [’europe’,’usa’,’canada’] World Regions [’europe’,’afro’,’africa’,
’country’,’countries’]

4.3 Results

4.3.1 Content Analysis

The output of topic modeling is a set of topics, each of which is characterized by a set of
words or phrases that are most closely associated with that topic. These topics can then be
used to discern the content of tweets shared by healthcare organizations and identify pat-
terns and trends in how health information is communicated on social media. The most
relevant topic contents were generated by: NMF for public health agencies (cumass = -3.58)
and WHO (cumass = -4.22), and HDP for pharmaceutical companies (cv = 0.74) as shown in
Table 4.4. After extracting the contents, we analyzed the topic keywords to suggest a rel-
evant topic name for each, as shown in Table 4.5. This provides an overview of the main
topics discussed by each group on Twitter, based on the keywords used in their tweets.
For example, the table shows that the Public Health Agencies focus heavily on topics
related to COVID-19, such as pandemic, death, vaccine, and coronavirus. On the other
hand, the Pharmaceutical Companies group discussed a wider range of topics, such as
communication, shortage, and misinformation, in addition to COVID-19-related topics.
Similarly, the WHO discussed topics such as world regions, diseases, and health emer-
gencies. Overall, this table provides a perspective into the different priorities and focuses
of each Twitter group, which is useful in understanding their messaging and strategies
on social media.
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Table 4.6: Heatmaps showing topic distribution for each organization.

Topics
Organization Communication COVID-19 Community Health General Health Youth Health
CDCgov [HTML]CCE0F3719 [HTML]C4DBF02306 [HTML]C5DCF02067 [HTML]C6DDF11850 [HTML]CFE2F3195
IHSgov [HTML]CFE2F3148 [HTML]CEE2F3329 [HTML]CEE1F3438 [HTML]CDE1F3602 [HTML]CFE2F3103
GovCanHealth [HTML]72A7D717989 [HTML]71A6D618170 [HTML]3D85C627937 [HTML]8AB6DE13353 [HTML]BAD5ED4112
GCIndigenous [HTML]CEE2F3338 [HTML]CEE2F3381 [HTML]CBE0F2956 [HTML]CEE2F3376 [HTML]CFE2F3156

Topics
Organization Communication COVID-19 Community Health Health announcements World Regions
pfizer [HTML]CEE1F38 [HTML]3D85C6551 [HTML]5897CF450 [HTML]CCE0F217 [HTML]C9DEF127
JNJNews [HTML]CFE2F33 [HTML]68A0D3393 [HTML]A5C7E6162 [HTML]C5DCF042 [HTML]CADFF223
Merck [HTML]CFE2F33 [HTML]A9CAE8145 [HTML]5897CF450 [HTML]CCE0F314 [HTML]CEE1F38
LillyPad [HTML]CEE1F38 [HTML]C6DDF136 [HTML]BDD6EE73 [HTML]CFE2F35 [HTML]CCE0F314
abbvie [HTML]CFE2F32 [HTML]BDD7EE70 [HTML]9EC3E4188 [HTML]CADFF223 [HTML]CDE1F313

Topics
Organization Leadership COVID-19 Community Health General Health World Regions
WHO [HTML]CFE2F31646 [HTML]7EAEDA7165 [HTML]3D85C611486 [HTML]6AA2D48473 [HTML]ABCBE84097

The heatmap in Table 4.6 displays the distribution of topics among the different
healthcare organizations. It reveals that GovCanHealth was the most active health agency
across all topics. In contrast, the distribution of topics among pharmaceutical compa-
nies was more evenly spread, with Pfizer having the highest number of posts related to
COVID-19, while Merck, LillyPad, and AbbVie focused more on community health, in
line with WHO’s activity. The heatmap helps to identify any patterns or trends in the
social media activity of the organizations and provides insights into their communication
strategies.

The hashtag #covid19 was most frequently used by pharmaceutical companies, public
health agencies, and WHO, as shown in Figure 4.2. The most tagged Twitter accounts
were the US FDA, the Chief Public Health Officer of Canada, and the Director-General of
the World Health Organization, respectively. This provides insight into which individuals
and organizations are most active in the healthcare industry on social media platforms,
indicating their influence or authority in the field.

4.3.2 Association Rule Mining

The figures in Figure 4.3 display the visualized association rules for each Twitter group.
The antecedents (or sources) are represented in blue, while the consequents (or targets)
are shown in red. These visualizations illustrate the most frequent association rules
present in our data set. Upon analysis, we observed that the association rule pairs from
public health agencies and WHO were fewer and more precise as compared to those
from pharmaceutical companies. In the case of public health agencies, the most impactful
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Figure 4.2: Top hashtags and mentions for each group of healthcare organizations.

Table 4.7: Top association rules and performance metrics obtained.

Twitter Group Antecedents Consequents Antecedent
support [HTML]FFFFFFConsequent

support [HTML]FFFFFFOverall
support Confidence Lift Leverage Conviction

Public Health Agencies covid vaccine 0.11 0.11 0.10 0.99 8.61 0.10 6851.90
Pharmaceutical Companies test research 0.03 0.03 0.03 0.99 28.72 0.03 388.03
World Health Organization public health 0.038 0.23 0.03 0.80 3.42 0.02 3.85

antecedent-consequent pairs were associated with COVID-19, including ‘covid-vaccine’
and ‘vaccine-mental’. Conversely, the highest ranked association rules from pharmaceu-
tical companies such as ‘test-research’, ‘market-research’, and ‘vaccine-covid’ explored
topics beyond the pandemic, such as communication and innovation. Association rules
obtained for WHO included ‘public-health’ in addition to rules denoting regional WHO
offices such as ‘europe-africa’ (for WHO Europe and Africa). These findings can inform
organizations in the healthcare industry on how to structure their tweets to achieve max-
imum engagement from their target audience.

We rank tweets in each Twitter group based on their Tweet Popularity metric and
association rules according to Rule Support in descending order. Table 4.7 lists the top
association rules and performance metrics obtained for each Twitter group, which are a
combination of individual words.
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Figure 4.3: Graph networks showing Antecedent - Consequent pairs. Public health agen-

cies and WHO generate sparse graphs focused on COVID-19, while pharmaceutical com-

panies generate a denser graph with words from different topics.

4.3.3 Causality Analysis

Table 4.8 summarizes the findings of our study that examined the effect of hashtags,
mentions, and association rules on the popularity of tweets in the online sphere. The
analysis revealed that tweets that included these elements were more likely to be shared.
The study tested two hypotheses. The first hypothesis showed that the presence of top
hashtags and mentions increased the likelihood of a post being shared by 14.90% and
14.55% for public health agencies and WHO, respectively. In contrast, for pharmaceuti-
cal companies, the probability increased significantly by 25.70%. The second hypothesis
examined the impact of top association rules and found that their presence increased the
probability of a tweet being popular by 45.05% and 50.05% for public health agencies and
pharmaceutical companies, respectively. However, the chance of popularity for WHO
was lower at 15.70%, potentially due to its global presence and the higher impact of its
regional arms, as suggested by the topic modeling results. Overall, this highlights the
importance of using association rules as compared to hashtags and mentions to increase
the likelihood of a tweet being shared in the online sphere.
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Table 4.8: Results of causality analysis using two hypotheses to analyze the impact on

tweet popularity.

Twitter Group
Hypothesis 1:

Increase in Tweet popularity using
Hashtags and Mentions

Hypothesis 2:
Increase in Tweet popularity using

Association Rules
Public Health Agencies [HTML]FFFFFF14.90% [HTML]FFFFFF45.50%
Pharmaceutical Companies [HTML]FFFFFF25.70% [HTML]FFFFFF50.05%
World Health Organization [HTML]FFFFFF14.55% [HTML]FFFFFF15.70%

Twitter Group

0.00%

20.00%

40.00%

60.00%

Public Health Agencies Pharmaceutical Companies World Health Organization

Hashtags and Mentions Association Rules

4.4 Discussion

In this study, we performed content analysis, association rule mining, and causality infer-
ence on a large database of tweets from healthcare organizations to understand the textual
patterns and their impact on driving engagement. Based on our analyses, the principal
findings are:

• RQ1: What are the significant text patterns that shape the content of tweets by health
agencies and pharmaceutical companies in the US and Canada, and how do they
compare with the WHO?

The study used topic modeling to identify the main text patterns present in tweets
by health agencies and pharmaceutical companies in the US and Canada, as well as
the WHO. The analysis revealed that public health agencies and the WHO focused
heavily on COVID-19-related topics, while pharmaceutical companies covered a
wider range of topics, including communication and innovation. The distribution
of topics among the different organizations was also visualized using a heatmap,
which showed that GovCanHealth was the most active health agency across all
topics. The study also identified the most frequently used hashtag (#covid19) and
tagged Twitter accounts in the healthcare industry, providing insight into the most
active and influential individuals and organizations. Finally, the study analyzed as-
sociation rules to identify the most impactful antecedent-consequent pairs in tweets
by each group. The findings suggest that public health agencies and the WHO gen-
erated fewer but more precise association rules related to COVID-19, while pharma-
ceutical companies explored topics beyond the pandemic. These results can help or-
ganizations in the healthcare industry to structure their tweets to achieve maximum
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engagement from their target audience, and this approach is especially beneficial
for organizations that seek to align their content with a common goal, as it enables
them to synergize their efforts toward creating effective messaging.

• RQ2: How can we analyze and evaluate the impact of word patterns on the content
shared by healthcare organizations on Twitter?

In order to effectively analyze the impact of word patterns, we calculated two met-
rics: tweet popularity (count of retweets) and rule support (sum of all performance
metrics). These metrics can be used to rank tweets and association rules in each
Twitter group. In addition to analyzing association rules, the study also examined
the effect of hashtags, mentions, and association rules on the popularity of tweets
in the online sphere. The analysis revealed that tweets that included these elements
were more likely to be shared. We also tested two hypotheses, which showed that
the presence of top hashtags and mentions increased the likelihood of a post be-
ing shared, and that the presence of top association rules significantly increased the
probability of a tweet being popular.

Overall, this study highlights the importance of using association rules as compared
to hashtags and mentions to increase the likelihood of a tweet being shared in the
online sphere. It also provides insights into the impact of word patterns on the
content shared by healthcare organizations on Twitter and offers a way to evaluate
their effectiveness. By analyzing the language and style used in popular tweets,
organizations can gain insights into what resonates with their audience and adjust
their messaging accordingly. This leads to better communication of health informa-
tion, increased engagement, and better health outcomes. Researchers can provide
valuable insights to help organizations improve their communication strategies and
better disseminate health information on social media platforms like Twitter.

4.4.1 Limitations and Future Research Directions

This study focuses on textual features of Twitter content and their relationship to user en-
gagement. Although causality analysis is a powerful tool for identifying causal relation-
ships between variables, it is important to recognize that causality cannot be established
definitively in all cases. There may be other variables, such as images or videos, that are
not included in the analysis that could be driving the observed associations. Future re-
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search could also focus on investigating the effectiveness of social media campaigns and
interventions on health-related outcomes.

4.5 Conclusions

As social media platforms become ubiquitous in our daily lives, healthcare organiza-
tions can leverage them to increase public engagement. This study examined the content
shared by healthcare organizations on Twitter by performing content analysis, association
rule mining and causality analysis. NLP methods, such as topic modeling, help identify
the overall themes and topics of the tweets, but association rule mining can help identify
which words, phrases, or language patterns are associated with higher or lower tweet
popularity, allowing organizations to adjust their messaging and communication strate-
gies accordingly. Using popular association rules also significantly increases the probabil-
ity of a tweet getting reshared across all categories. Overall, the methodology presented
here can help healthcare organizations fine-tune their content for their audience.
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Chapter 5

Conclusion

This thesis contributes to the area of natural language processing for social media and
healthcare interventions by providing methodologies for analyzing and increasing public
engagement. Additionally, it also demonstrates the potential of FATE-infused algorithms
to deliver trustworthy and equitable results. All in all, this thesis proposes innovative
and effective NLP strategies catering to a wide global audience in the online sphere while
catering to the needs of an individual.

At first, this thesis determined the progress made in the area of FATE of AI in the
last ten years through a systematic review of scholarly research articles. Through a well-
developed search strategy that selected top-cited publications, the most prominent so-
lutions to FATE are identified and compared in terms of computational methods, ap-
proaches, and evaluation metrics allowing for a thorough overview of the field’s devel-
opment.

Then, my study on sentiment and engagement analysis using CardiffNLP’s twitter-
roberta- base-sentiment model contributes to how social media usage by public health
agencies, nongovernment organizations (NGOs), and pharmaceutical companies resonates
with society. The research includes a study of tweets’ sentiments using 16 univariate fore-
casting models, to effectively present the model topics and best-performing sentiment-
forecasting models.

71



Then, shifting to a newer aspect of discourse analysis, Chapter 4 demonstrated the
potential of causality analysis to identify confounding factors that shape the text patterns
resulting in impactful tweet content. Overall, using popular association rules helps an or-
ganization come ahead of its competitors in the online sphere. This study underscores the
pivotal role of natural language processing techniques in advancing health literacy and
provides actionable insights for healthcare organizations to optimize their future content
strategies for maximal public engagement.

Investigating deeper into causality analysis, using other variables such as images or
videos is a promising research area as outlined in this thesis. Understanding the demo-
graphic background of the social media users, in addition to the impact of targeted social
media campaigns on health-related campaigns can also be explored based on the evidence
presented earlier. Another potential direction for future research could be developing and
evaluating FATE frameworks and strategies to streamline their use in algorithms for so-
cial media and healthcare.

Throughout this thesis, the importance of NLP in improving healthcare outcomes
has been underscored. Furthermore, it has emphasized the significance of incorporating
FATE technology and design principles into algorithms to ensure fairness and equity for
all. By addressing these critical aspects, this research has paved the way for advancements
in NLP applications in social media and healthcare, ultimately benefiting individuals and
communities alike.
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[65] GIL DE ZÚÑIGA, H., MOLYNEUX, L., AND ZHENG, P. Social media, political ex-
pression, and political participation: Panel analysis of lagged and concurrent rela-
tionships. Journal of communication 64, 4 (2014), 612–634.

[66] GILBERT, J.-P., NIU, J., DE MONTIGNY, S., NG, V., AND REES, E. Machine learn-
ing identification of self-reported covid-19 symptoms from tweets in canada. In
International Workshop on Health Intelligence (2021), Springer, pp. 101–111.

[67] GILPIN, L. H., BAU, D., YUAN, B. Z., BAJWA, A., SPECTER, M., AND KAGAL,
L. Explaining explanations: An overview of interpretability of machine learning.
In 2018 IEEE 5th International Conference on data science and advanced analytics
(DSAA) (2018), IEEE, pp. 80–89.

[68] GOLDER, S., AHMED, S., NORMAN, G., AND BOOTH, A. Attitudes toward the
ethics of research using social media: a systematic review. Journal of medical
internet research 19, 6 (2017), e195.

[69] GOLUBEV, A., AND LOUKACHEVITCH, N. Improving results on russian sentiment
datasets. In Artificial Intelligence and Natural Language: 9th Conference, AINL
2020, Helsinki, Finland, October 7–9, 2020, Proceedings 9 (2020), Springer, pp. 109–
121.
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Chapter 6

Appendix

6.1 Topics and User Engagement

Table 6.1: Model parameters for topic clustering with TF-IDF document embeddings.

Clustering
Algorithm Epochs Chunk

Size

Workers
(Number of
CPU cores)

Evaluation
Period
(seconds)

(A-priori
belief on
document -
topic distribution)

(A-priori
belief on
topic - word
distribution)

(Gradient
descent step
size)

Minimum
normalizing
probability

LDA 50 1000 NA 10 0.01 0.9 NA NA
Parallel LDA 50 1000 7 10 0.01 0.9 NA NA

LSI NA 1000 NA NA NA NA NA NA
NMF 50 1000 NA 10 NA NA 1 0
HDP NA 1000 NA NA 0.01 NA 1 NA

Table 6.2: Sample of topic keywords generated using HDP and NMF.

HDP NMF
[’commonwealth’,’speedy’,’multi-vitamin’,’vaccine’,
’weather-wise’,’unopen’,’salmon’,’breadth’,’land’,
’#skincancerawarenessmonth’]

[’vaccine’,’disease’,’protect people’,’prevent death’, ’cancer’,’research’]

[’prop’,’goldstein’,’mihcha’,’kezspm’,’age’,’open’,’mohmv’,
’thisisdiabetic’,’onco’] [’health for all’,’healthcare’,’community health’, ’vaccines work’]
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Table 6.3: List of topics obtained using NMF model. Italicized topic keywords are re-

peated in both timeframes, before COVID-19 and during COVID-19.

Time Phase Topic Topic Keywords

Before COVID-19 Health Research

[’cancer’,’research’,’vaccine’,’advancements’,’find’,’medical research’,
’national institute for health’,’nih research’,’icon pra’,’qualitative health research’,
’mental health research’,’mhsrs’,’public health research’,’integrative medicine research’,
’medical trials’]

Community Healthcare
[’community health’,’care’,’community health services’,’health center’,
’family health centers’,’community plan’,’community clinic’,’family healthcare’,
’qualified health centers’,’health services’]

Chronic Diseases

[’angina’,’arthritis’,’asthma’,’bipolar disorder’,’cancer’,’hypertension’,’stroke’,
’COPD’,’diabetes’,’heart attack’,’sleep apnea’,’disease’,’chronic’,’lupus’,
’multiplesclerosis’,’lung cancer’,’ovarian cancer’,’heart failure’,’kidney disease’,
’breast cancer’,’prostate cancer’,’spinal disorder’,’hiv’,’hemophilia’,’pneumonia’,
’malaria’,’aids’,’tb’,’tuberculosis’]

Medical Trials

[’clinical trials’,’medical trials’,’paid trials’,’medical research studies’,
’cancer clinical trials’,’hydoxychloroquine studies’,’randomized clinical trial’,
’applied clinical trials’,’oncology clinical trials’,’celerion clinical trials’,
’alzheimer clinical trials’,’registered clinical trials’,’depression clinical trials’,
’weight loss clinical trials’,’artificial kidney human trials’]

Customer Experience [’connected customer’,’customer experience’,’customer journey’,’user journey’,
’user happiness’,’client satisfaction’,’seamless experience’,’measuring customer experience’]

During COVID-19 COVID-19

[’covid 19’, ’virus’, ’coronavirus’, ’covid 19 cases’, ’covid 19 deaths’,’covid 19 passport’,
’covid 19 insurance’, ’quarantine’, ’pandemic’, ’outbreak’, ’social distancing’, ’self isolation’,
’cases’, ’deaths’, ’infections’, ’fatality rate’, ’mortality’, ’masks’, ’hygiene’, ’state of emergency’,
’surveillance’, ’infectivity’, ’communicable disease’, ’community spread’,’containment’,’epidemic’,
’herd immunity’,’ppe’,’personal protective equipment’,’respirator’,’SPO2’,
’severe acute respiratory syndrome’,’contact tracing’,’hydroxychloroquine’,’risk’]

Vaccination
[’covaxin’,’vaccine’,’covid vaccine’,’mrna vaccine’,’vaccine finder’,’herd immunity’,’booster shot’,
’vaccine appointment’,’mandatory vaccine’,’vaccination card’,’vaccination passport’,
’vaccination rates’,’inoculation’,’covishield’]

Mental Health

[’anxiety’,’bipolar disorder’,’depression’,’panic’,’ptsd’,’schizophrenia’,’sucidal ideation’,
’suicide’,’alzheimers’,’parkinson’,’mental illness’,’mental health day’,’mental health counselor’,
’mental health services’,’mental disorder’,’clinical psychologist’,’behavioral health’,
’mental health awareness’,’mental health therapist’,’mhfa’,’mental disability’,’psychologist’,
’family therapists’,’licensed clinical social worker’,’strong minds’,’mental health stigma’,
’mental health resources’]

Nutrition and Well-being
[’healthy living’,’community’,’support’,’helping’,’awareness’,’development’,’innovation’,
’well being’,’nutrition’,’diet’,’healthy diet’,’skin fuel’,’eat well be healthy’,
’understanding nutrition and well being’,’ good sleep’,’nutritious foods’]

Community Healthcare [’community health’,’care’,’community health services’,’health center’,’family health centers’,
’community plan’,’community clinic’,’family healthcare’,’qualified health centers’,’health services’]

Health Research
[’cancer’,’research’,’vaccine’,’advancements’,’find’,’medical research’,’national institute for health’,
’nih research’,’icon pra’,’qualitative health research’,’mental health research’,’mhsrs’,
’public health research’,’integrative medicine research’,’medical trials’]

Chronic Diseases

[’angina’,’arthritis’,’asthma’,’bipolar disorder’,’cancer’,’hypertension’,’stroke’,’COPD’,’diabetes’,
’heart attack’,’sleep apnea’,’disease’,’chronic’,’lupus’,’multiplesclerosis’,’lung cancer’,
’ovarian cancer’,’heart failure’,’kidney disease’,’breast cancer’,’prostate cancer’,’spinal disorder’,’
hiv’,’hemophilia’,’pneumonia’,’malaria’,’aids’,’tb’,’tuberculosis’]

Medical Trials

[’clinical trials’,’medical trials’,’paid trials’,’medical research studies’,’cancer clinical trials’,
’hydoxychloroquine studies’,’randomized clinical trial’,’applied clinical trials’,
’oncology clinical trials’,’celerion clinical trials’,’alzheimer clinical trials’,’registered clinical trials’,
’depression clinical trials’,’weight loss clinical trials’,’artificial kidney human trials’]
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Table 6.4: Selected tweets having high user engagement.

Organization Tweet ID Created at Tweet
Average user engagement/
Average user engagement
with impact

Pfizer 1325767629890592771 2020-11-09 11:50:09+00:00

UPDATE: We are proud to announce, along with @BioNTech Group,
that our mRNA-based #vaccine candidate has, at an interim analysis,
demonstrated initial evidence of efficacy against #COVID19 in participants
without prior evidence of SARS-CoV-2 infection.

13,901.75/ 319.74

Pfizer 1389203084879011840 2021-05-03 13:00:00+00:00

Today we have announced we are mobilizing the largest humanitarian relief
effort in our company’s history to help the people of India fight the vicious
second wave of coronavirus that is currently ravaging the nation.
https://t.co/klVnkAjkcw

3,132.25/ 72.04

CDC 1392911350058323973 2021-05-13 18:35:19+00:00

UPDATE: If you are fully vaccinated against #COVID19, you can resume
activities without wearing a mask or staying 6 feet apart, except where
required by federal, state, local, tribal or territorial laws, incl. local business
and workplace guidance. More: https://t.co/FJMon7WlFO

28,997.50/ 20,124.26

WHO [HTML]FFFFFF1313841832598687749 [HTML]FFFFFF2020-10-07 14:01:17+00:00 [HTML]FFFFFF

We are thrilled to have @SuperM joining our Big Event for Mental Health
on #WorldMentalHealthDay! Stay tuned for #SuperMxWHO!
This Saturday 10.10.2020
10h00 EST
16h00 CEST
23h00 KST
More information: https://t.co/seFE6mb3O7
#SuperM https://t.co/zfYaJfr6nn

17,398.00/ 17,398.00

Figure 6.1: Scaled heatmaps showing topic distribution for Public Health Agencies and

WHO before COVID-19 and during COVID-19.
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Figure 6.2: Top hashtags for different organizations before COVID-19 and during COVID-

19 for Public Health Agencies and WHO.

Figure 6.3: User Engagement on Twitter accounts of Public Health Agencies and WHO

from January 01, 2017 to December 31, 2021.
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Figure 6.4: One-step ahead forecast for Public Health Agencies and WHO before COVID-

19 and during COVID-19 using the best performing models from Table S4.

Figure 6.5: plot diagnostics for Public Health Agencies before COVID-19 using ARIMA.
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