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## Abstract

Graph drawing is an important information visualization technique with applications in a variety of disciplines, including VLSI design, bioinformatics, geography, and social network analysis. We present a new force-directed, multi-scale algorithm for the drawing of undirected graphs, using the analogy of elastics (with an unstretched length of zero), instead of springs, resulting in a force model similar to that of Tutte[65] that produces competitive results on a variety of problems.

Whereas Tutte fixes the positions of three or more vertices in order to prevent the system of elastics collapsing, we introduce pairs of vertices a fixed length apart, called 'struts' that, in part, frame existing edges, forcing the vertices along those edges apart. Also, to stiffen the system further, we add struts between vertices that are neighbours of neighbours; that is, vertices separated by a graph theoretic distance of two. Lastly, we add forces acting from the centroid of the graph vertex locations outwards to each vertex location.

We create a series of coarse-scale approximations of the graph to be drawn, employing the same algorithm used by Walshaw[68, 69]. The vertices of each graph are positioned in turn, from the coarsest to finest, with the positions of coarse graph vertices used to interpolate the initial positions of the next finer graph.

To position the vertices of each graph, we employ iterations composed of a non-linear update of the strut locations followed by a linear Gauss-Seidel update. We demonstrate the capabilities of our algorithm through a comparative study modelled after Jünger and Hachul[25] that relies on measuring the number of edge crossings in a drawing, as well as through visual comparisons. Also, to build a deeper understanding of how the various forces interact in our model, we show the results of some experiments in altering various algorithm parameters in a systematic manner.

Our new graph drawing algorithm is an effective alternate approach to traditional force-directed techniques that may be effectively used on graphs with hundreds of thousands or more vertices. Results from our algorithm are competitive with other force-directed graph drawing algorithms, producing good results for a variety of different graphs. Interestingly, our algorithm also exhibits a clustering capability superior to standard force directed methods.

## Chapter 1

## Introduction

The essence of graph drawing is visualizing relationships in data. This field provides important enabling technology in a variety of fields, such as diagramming, Very Large Scale Integrated (VLSI) circuit design, and the visualization of mathematical objects [64]. Graph drawing techniques have been employed in fields outside of pure computer science; for example, by bioinformaticians in the mapping of protein interactions[71, 39], sociologists in the study of social networks[51], and geographers looking either to abstract the material under study or to create a different understanding of their material by retaining relationships and discarding strict geographic location information[59]. Overviews of graph drawing in the context of social networks have also appeared in the popular press, e.g. [58]. The growing emphasis on interpreting the vast amounts of data residing in databases of all sorts currently drives and will continue to drive this area of investigation.

Automated graph layout has, directly and indirectly, been considered since 1963, when Knuth detailed an algorithm for the electronic generation of graphs mapping the control flow of computer programs[43]. His goal was to improve the documentation of software, and within the experiments he conducted, found, unexpectedly, that the diagrams began to help drive software design and debugging as well. While this idea might arguably be better considered an early ancestor of model-driven development, the graph drawing community points to this idea of using computer technology to create a visualization as having a direct influence on the history of graph drawing[4].

While much of the research into graph drawing is tied towards specific applications, as in Knuth's work, a theoretical school has developed to examine the more general questions surrounding graph visualization.

Initially, Battista, et al.[5] maintained a master list of papers on the subject which was followed by a book detailing basic applications and methods[4]. Since then, an annual conference dedicated to graph drawing as a field of study is entering, as of this writing, its fifteenth year and a website has come forward[1] to try to centrally link and collect together various resources connected with the subject.

A wide variety of techniques have been employed in graph layout, depending
on the type of graph to be visualized. Special-purpose algorithms display trees, directed graphs, and planar graphs. Perhaps one of the most broadly applied algorithms for the more general case, undirected graphs drawn with straight line edges, was first described by Eades[16]. He models the vertices and edges of a graph as a system of iron rings and springs. Since this approach can generate good results, but is computationally demanding, subsequent approaches have sought to make the computations more efficient. These iron ring and spring approaches, along with other approaches based on physical models are collectively known as force-directed methods. These approaches seek to balance forces that separate vertices in order to discern detail, and forces that bring vertices together in order to discern patterns and relationships. While this balance is difficult to achieve in all cases, force-directed approaches have continued to attract interest and further research.

The computational approaches used to solve the graph drawing problem vary widely. In Eades' algorithm[16], a variant of Hooke's Law is used for each vertex in the graph, with the vertices relocated based on the forces acting on them. Kamada and Kawai $[40]$ take the same basic calculation and add in a relationship between the ideal length of the spring between two vertices and the graph theoretic distance between those same vertices. Springs are not just placed between existing edges, but between each vertex and every other vertex in the graph. They set the problem as an optimization exercise, defining the total energy of the entire system. The notion of defining an energy function and then minimizing it runs throughout much of the literature, e.g. [40], [5], [15], [68], [69].

Approaches to minimize the energy function are also varied. Kamada and Kawai use a block Gauss-Seidel-like approach to approximate a local minimum, calculating for one vertex while keeping all others static and then continuously repeating this process, each time selecting the vertex with the highest individual gradient for updating. Others, most notably [46, 47], actually solve a related problem - that of finding eigenvectors - to create a solution. Koren, Carmel, and Harel's approach minimizes a carefully chosen function - one "...enabling rigorous analytical analysis and straightforward implementation." [46, 47] This function, which they term Hall's energy[46, 47], from a Management Science paper authored in 1970[30], can be minimized efficiently with an algebraic multigrid implementation[46, 47] and the authors managed to further generalize the solution to apply to a wide variety of graphs, clustering, and partitioning problems.

Alternately, one method maps the graph edges along axes in $n$-dimensional space and then collapses down to two dimensions, using principle component analysis as a guide[32]. A related approach uses a similar high-dimensional process, but looks at linear combinations of vectors instead[45]. Probabilistic methods have also been employed, minimizing an energy equation through the use of simulated annealing $[15,18]$, as well as neural network approaches centering around Kohonen maps $[50,7,6]$. Our approach uses a multi-scale approach that avoids the complication of determining cooling schedules.

Our new approach can also be framed as an energy minimization problem. We differ from the approaches of Eades[16] and Kamada and Kawai[40] in some subtle respects. Their force-directed systems model springs with a non-zero natural length that represents a state where no potential energy is stored. When a spring is compressed to a length shorter than this, a force is exerted to restore it to its natural length. In our system, more similar to that of Tutte[41], the natural length of our springs is zero. This system would, if simulated as is, result in all vertices collapsing to a single point. Tutte[41] prevents this collapse by fixing the locations of points in the graph before performing the layout. Our method introduces a series of fixed-length segments that brace each edge of the graph. Each end point of these segments, or struts, connects a vertex with an additional spring. The resulting system ensures that the springs are always in some state of tension and disallows the collapse of the system into a single point. These struts introduce an additional storage cost when compared to other graph drawing algorithms, which we describe in $\S 4.5$. Consequently, our method requires neither the non-linear coupled second derivative equations of Kamada and Kawai[40], nor the inverse square global repulsion used by Eades[16]. Further, Kamada and Kawai require the calculation of the graph theoretic distance between each pair of vertices of the graph, which we also avoid.

Additionally, outward forces are introduced, applied from the centroid of the graph drawing through each vertex. These forces act to spread out all of the vertices, augmenting the local effect of the struts. Some graphs that would twist or fold into themselves can be displayed well with this addition of what we term centroid repulsion. However, some classes of graphs - most notably trees - are not ideally represented. We present a survey of example graphs to demonstrate the behaviour of our algorithm in §4.4.

Through our new model, we achieve an approach that compares favourably against traditional spring approaches, producing good results for a variety of different graphs. In Chapter 5, we introduce a selection of sample problems showing how our algorithm parameters interact. In the discussion that follows, these results, as well as a number of other examples, including large graphs consisting of tens of thousands of vertices, are shown. We describe where results with our algorithm compare favourably with particular example graphs given in the literature and argue that, similar to other physics-based force models, our new approach presents good results in a time efficient manner.

### 1.1 Notation

An undirected graph, $G=\{V, E\}$, is a set containing a set of vertices, $V=$ $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, and a set of edges $E \subseteq V \times V$ that expresses a binary relation over $V$, following the notation of Koren[45]. Also as in Koren[45], we impose an order $1, \ldots, n$ on the set of vertices; thus, $n=|V|$. An edge of $G$ between vertices $v_{i}$ and $v_{j}$ is given as an unordered pair $\left(v_{i}, v_{j}\right)$.


Figure 1.1: Neighbourhood function example

We consider only simply connected graphs, with no loss in generality. In the case of disconnected graphs, the various disconnected components of the graph can each be considered separately in turn.

For a two-dimensional layout of a graph $G$, we define a location in $\Re^{2}$ such that the location of vertex $v_{i} \in V$ is $\left(v_{i}^{x}, v_{i}^{y}\right)$. The Euclidean distance between two vertices is given as

$$
d\left(v_{i}, v_{j}\right)=\sqrt{\left(v_{i}^{x}-v_{j}^{x}\right)^{2}+\left(v_{i}^{y}-v_{j}^{y}\right)^{2}} .
$$

We also define the function $\sigma\left(v_{i}, v_{j}\right)$ as the graph theoretic or shortest-path distance from $v_{i}$ to $v_{j}[14]$. That is, the function returns the number of edges that need to be traversed in the shortest path between $v_{i}$ and $v_{j}$. Since we consider only connected graphs, $\sigma\left(v_{i}, v_{j}\right)$ is well-defined for any given $v_{i}$ and $v_{j}$.

Of particular use in describing the Tutte model, as well as our own, is a series of neighbourhood functions, as defined by Bonabeau[6] where $N^{l}\left(v_{i}\right)$ is the $l^{\prime} t h$ radius neighbourhood of vertex $v_{i}$. That is, $N^{0}\left(v_{i}\right)$ is the vertex $v_{i}$ itself, $N^{1}\left(v_{i}\right)$ is the set of vertices incident on $v_{i}$ (that is, the neighbours of $v_{i}$ ), and $N^{2}\left(v_{i}\right)$ are the set of neighbours of neighbours of vertex $v_{i}$. Formally,

$$
\begin{aligned}
& N^{0}\left(v_{i}\right)=\left\{v_{i}\right\} \\
& N^{1}\left(v_{i}\right)=\left\{v_{j} \in V \backslash N^{0}\left(v_{i}\right) \mid\left(v_{i}, v_{j}\right) \in E\right\} \\
& N^{2}\left(v_{i}\right)=\left\{v_{j} \in V \backslash\left(N^{0}\left(v_{i}\right) \cup N^{1}\left(v_{i}\right)\right) \mid \exists v_{l} \in N^{1}\left(v_{i}\right),\left(v_{l}, v_{j}\right) \in E\right\}
\end{aligned}
$$

Consider the graph in Figure 1.1. If we examine $v_{1}$, then the sets generated by the above three functions are:

$$
\begin{aligned}
N^{0}\left(v_{1}\right) & =\left\{v_{1}\right\} \\
N^{1}\left(v_{1}\right) & =\left\{v_{2}, v_{3}, v_{4}, v_{6}, v_{7}\right\} \\
N^{2}\left(v_{1}\right) & =\left\{v_{j} \in\left\{v_{5}, v_{8}, v_{9}\right\} \mid \exists v_{l} \in\left\{v_{2}, v_{3}, v_{4}, v_{6}, v_{7}\right\},\left(v_{l}, v_{j}\right) \in E\right\} \\
& =\left\{v_{5}, v_{8}\right\}
\end{aligned}
$$

Bonabeau[6] generalizes the neighbourhood function to $N^{l}\left(v_{i}\right)$, but for our algorithm we only require the definitions given above. These functions are used in Chapter 3 as part of our algorithm description.

The notation given in our pseudocode algorithms, e.g. Algorithm 1 in $\S 2.2$ differs in places from that of the above. For example, the locations of vertices are given in associative arrays $[67,60]$ such that for vertex $v_{i}=\left(v_{i}^{x}, v_{i}^{y}\right)$, its location is represented as $x\left[v_{i}\right]$ and $y\left[v_{i}\right]$ in the algorithm notation. A summary of the pseudocode conventions we use is presented in Table 1.1.

| Algorithm | Description |
| :--- | :--- |
| $a \leftarrow b$ | Assign the value of $b$ to $a$ |
| $x\left[v_{i}\right] \leftarrow 1.5$ | Assign the value 1.5 to the $x$ co-ordinate of vertex $v_{i} ;$, note <br> that $x\left[v_{i}\right]$ represents $v_{i}^{x}$ |
| for $i \leftarrow j, k$ do <br> $\vdots$ <br> end for | Loop from $j$ to $k$, inclusive, using $i$ as the loop variable |
| for all $a_{i} \in A$ do <br> $\vdots$ <br> end for | Iterate over each element $a_{i}$ contained in set $A$ |
| while condition <br> $\vdots$ <br> end while | Loop until condition is false |
| $a \leftarrow$ Func $(b)$ | Call function Func with argument $b$, assigning the result <br> to $a$ |

Table 1.1: Algorithm notation conventions

## Chapter 2

## Force-Directed Methods

### 2.1 Graph Layout is NP

General graph drawing is NP-Hard and described as the WEIGHTED GRAPH EMBEDDABILITY problem[38]. Eades, who introduced the spring method in 1984[16], makes mention of this and proposes that his heuristic physical model is a practical way to solve the problem of laying out graphs. From Johnson[38] and Eades[16] the terminology of a spring embedder is introduced, stemming from a set of related questions about the ability to embed graphs into other structures. In this case, WEIGHTED GRAPH EMBEDDABILITY asks if, for a weighted graph, a function exists that maps the vertices of a given graph into an $n$-dimensional space such that the edge lengths are equal to the edge weights[38]. Special cases of the problem can, however, result in a computationally feasible problem. For example, if vertex locations are restricted to a well-defined grid, or if the graph is a tree, polynomial-time algorithms exist[38].

Our new algorithm addresses the graph drawing problem in the same context as Eades. That is, we consider the general undirected graph drawing problem. Eades explicitly employs two criteria: that edge lengths should be as uniform as possible throughout the layout, and that the layout should be as symmetrical as possible. However, no explicit limit or tolerance is defined for the variance in edge length, nor is the concept of symmetry explicitly addressed, and we do not address symmetry in our development, as it can also be shown the symmetry is not as critical to graph readability as other measures[57, 56]. As with Kamada and Kawai's approach[40], our algorithm achieves a global balance of forces, placing this new approach within the family of force-directed graph layout algorithms.

### 2.2 Original Spring Method

Eades[16] proposed that the the vertices of a graph be analogous to iron rings, and the edges between the vertices springs. These springs can push vertices away from each other - a repulsive force, as well as draw them closer together, an attractive
force. Initially, Eades modelled the forces using Hooke's Law, but made two adjustments to this model in response to his experimental results. First, Eades found that the spring force between vertices far apart was too strong. Hooke's Law, $F=-k x$, where $k$ is a spring constant and $x$ is the distance the spring is displaced from its natural position, describes a force that depends linearly on displacement. Eades found this force to be too strong and consequently adopted a logarithmic force: $F=k \log \left(x / c_{1}\right)$, where $c_{1}$ is a scaling constant. Second, Eades added a force such that had non-neighbour vertices repel each other with force $c_{2} / \sqrt{d}$, where $d$ is the Euclidean distance between them.

Initially, all vertices are placed randomly. Next, the force acting on each of the vertices is calculated. Finally, all of the vertices are re-positioned according to the spring forces acting on them. Eades' algorithm is described below in Algorithm 1. Note that the location of each vertex is given an element of an associative array; refer to $\S 1.1$ for further discussion on the pseudocode and graph notation.

```
Algorithm 1 Eades Spring Method Graph Layout Algorithm
    procedure EadesLayout( \(G\), iter)
        \(x, y \leftarrow\) RandomPlacement \((G)\)
        for \(i \leftarrow 1\), iter do
            for \(j \leftarrow 1, n\) do \(\quad \triangleright\) Calculate force on each vertex
            \(\Delta_{x}\left[v_{j}\right] \leftarrow \sum_{l=1}^{n} \begin{cases}\frac{k\left(x\left[v_{l}\right]-x\left[v_{j}\right]\right) \log \left(d\left(v_{j}, v_{l}\right) / c_{1}\right)}{\left(v_{j}, v_{l}\right)} & \left(v_{j}, v_{l}\right) \in E \\ \frac{c_{2}\left(x\left[v_{j}\right]-x\left[v_{l}\right]\right)}{d\left(v_{j}, v_{l}\right)^{\frac{3}{2}}} & \text { otherwise }\end{cases}\)
            \(\Delta_{y}\left[v_{j}\right] \leftarrow \sum_{l=1}^{n} \begin{cases}\frac{k\left(y\left[v_{l}\right]-y\left[v_{j}\right]\right) \log \left(c_{1} \cdot d\left(v_{j}, v_{l}\right)\right)}{d\left(v_{j}, v_{l}\right)} & \left(v_{j}, v_{l}\right) \in E \\ \frac{c_{2}\left(y\left[v_{j}\right]-y\left[v_{l}\right)\right.}{d\left(v_{j}, v_{l}\right)^{\frac{3}{2}}} & \text { otherwise }\end{cases}\)
            end for
            for \(j \leftarrow 1, n\) do \(\quad \triangleright\) Update vertex positions
            \(x\left[v_{j}\right] \leftarrow x\left[v_{j}\right]+\rho \cdot \Delta_{x}\left[v_{j}\right]\)
            \(y\left[v_{j}\right] \leftarrow y\left[v_{j}\right]+\rho \cdot \Delta_{y}\left[v_{j}\right]\)
            end for
        end for
    end procedure
```

Experimentally, Eades determined that the best results were found with $k=2$, $c_{1}=1, c_{2}=1$, and $\rho=0.1$, with the last parameter being a scaling constant. Eades claims that his graph embedder works well for graphs with fewer than fifty vertices, citing performance considerations. The force calculation for all of the vertices is $O\left(n^{2}\right)$, but the force model Eades employs has problems other than computation time. Namely, the spring forces in more densely connected portions of the graph result in strong spring forces that tend to drive large edge length imbalances in less dense areas of some graphs[16]. Eades notes that dense graphs and graphs with weakly connected clusters are handled poorly with his method.

### 2.3 Adding in Graph Theoretic Distance

Building on Eades' algorithm, Kamada and Kawai[40] adopt a spring-like model, but formulate their approach quite differently. Kamada and Kawai are concerned with the overall layout of the graph and actively try to create a balanced layout. That is, they seek a graph layout that distributes the vertices and edges as uniformly as possible. To achieve this, Kamada and Kawai evaluate the force acting on each vertex and then move only the vertex with the largest magnitude force (Eades relocates all of the vertices at once). Additionally, Kamada and Kawai modify the physics model by incorporating the graph theoretic distance between pairs of vertices. Lastly, Kamada and Kawai formulate their graph drawing approach as an energy minimization problem.

Kamada and Kawai define the total energy between all vertices in the graph as:

$$
\begin{equation*}
E=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{2} k_{i j}\left(d\left(v_{i}, v_{j}\right)-\sigma\left(v_{i}, v_{j}\right)\right)^{2} \tag{2.1}
\end{equation*}
$$

The function $\sigma\left(v_{i}, v_{j}\right)$ returns the shortest path distance between vertices $v_{i}$ and $v_{j}$ (see definition in §1.1). The factor $k_{i j}$ is a stiffness factor, determining the strength of the spring between $v_{i}$ and $v_{j}$. The factor is calculated through:

$$
\begin{equation*}
k_{i j}=\frac{K}{\sigma\left(v_{i}, v_{j}\right)^{2}} \tag{2.2}
\end{equation*}
$$

where $K$ is a constant. Taking this definition into consideration, the energy becomes:

$$
\begin{equation*}
E=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{K}{2}\left(\frac{d\left(v_{i}, v_{j}\right)}{\sigma\left(v_{i}, v_{j}\right)}-1\right)^{2} \tag{2.3}
\end{equation*}
$$

Necessary conditions for the minima are:

$$
\begin{equation*}
\frac{\partial E}{\partial x_{i}}=0 \quad \frac{\partial E}{\partial y_{i}}=0 \tag{2.4}
\end{equation*}
$$

Unfortunately, the equations above are non-linear and coupled. Kamada and Kawai consider only one vertex at a time, treating all others as being frozen in place, solving the equations for the single vertex using a Newton method. First, for each vertex, they calculate the term $\Delta_{i}$ (their notation), which is the two norm of the gradient component associated with the vertex position:

$$
\begin{equation*}
\Delta_{i}=\sqrt{\left(\frac{\partial E}{\partial x_{i}}\right)^{2}+\left(\frac{\partial E}{\partial y_{i}}\right)^{2}} \tag{2.5}
\end{equation*}
$$

They choose the vertex with the largest $\Delta_{i}$ and update its location. After the vertex location has been updated, the $\Delta_{i}$ terms are all re-calculated and the next vertex
to alter is chosen. This process is repeated until the $\Delta_{i}$ terms reach a sufficiently small value.

Früchterman and Reingold note that "...there is much ad hoc argument in the literature when the authors try to explain when the algorithm terminates," [19] referring to the algorithms of Eades[16], Kamada and Kawai[40], and Davidson and Harel[15]. That is, while termination conditions are presented, analysis on the number of iterations required to reach those conditions is not provided. Notably, in posing the question of the number of iterations of a particular force-directed layout algorithm that are needed, Früchterman and Reingold comment that there is "...little justification for the number of iterations." [19]. Arguably, determining when there are diminishing returns on increasing the number of iterations does not pose undue hardship, with good results possible over a range of termination conditions and ad hoc heuristics.

In order to solve the equations, the $\sigma\left(v_{i}, v_{j}\right)$ term, that is, the shortest path distance, must be calculated for all pairs $\left(v_{i}, v_{j}\right) \in V$. These values are static over the run of the algorithm, but their initial calculation is costly - requiring an All-Pairs Shortest Path (APSP) algorithm. Johnson's algorithm[14] for solving the APSP problem requires $O\left(|V|^{2} \log |V|+|V||E|\right)$. The requirement of the All-Pairs Shortest Path calculation is cited as a limiting factor[31] on the Kamada-Kawai and like algorithms that incorporate graph theoretic distances, such as the multiscale algorithm of Harel and Koren[31]. Hadany and Harel point out, however, that approximations to APSP can produce equally good layouts without incurring the additional computational cost[28, 29].

While the Kamada-Kawai algorithm is cited as being costly, the algorithm generates good results, especially for the layout of small graphs. Where the algorithm can fall into a local minimum and fail to provide a good layout for large, complex graphs, it can be effectively augmented with a multi-scale approach to overcome this limitation. The algorithms from Hadany, Harel, and Koren[28, 29, 31] are representatives of this approach where the Kamada-Kawai algorithm is incorporated as a way to refine their solutions.

### 2.4 Composite Algorithms

Several approaches conflate a number of independent algorithms in order to compose a more aesthetically pleasing drawing. Algorithms that use multi-scale methods, for example, are inherently composite algorithms, as they combine a coarsening algorithm in order to create a series of coarse graphs, operators for interpolation and restriction of vertices between graphs, and the algorithm to actually position the vertices. Hadany and Harel employ such an approach, creating an algorithm using the algebraic multi-grid framework[28, 29] and mention that the coarsening algorithm can critically affect the nature of the final results. Walshaw $[68,69]$ also uses a multi-scale approach, although more loosely than Hadany and Harel in structure and choosing a variant of Hendrickson and Leland's heuristic edge contraction
algorithm[34] to perform the graph coarsening. Walshaw's graph layout algorithm is based on that of Früchterman and Rheingold[19]. More recent work by $\mathrm{Hu}[35]$ proposes a more sophisticated scheme that adaptively selects between two different coarsening methods - an edge collapsing method resembling the one adopted by Walshaw $[68,69]$ and a maximal independent subset algorithm similar to that used by Gajer, et al.[21, 20]. While graph drawing algorithms seek only to apply a coarsening approach, the underlying questions of what represents an ideal coarse graph, as well as efficient means to compute it are also represented in the literature, e.g. [22].

More sophisticated graph drawing approaches combine several different algorithms into one. TopoLayout, for example, combines a multi-level algorithm with analytical components that attempt to identify specific graph features in order to produce ideal layouts for the parts of the graph with those features[3]. One multilevel graph drawing system allows for dynamic changes to the graph in real time, animating the changes to the final layout[66]. Other efforts have produced interactive systems that allow users to explore the effect of various graph drawing algorithm parameters in real time[61]. More sophisticated interactive workbench graph drawing systems, such as Graphael[17], OGDF[12], and the Graph Visualization Framework (GVG)[49], recognizing the composite nature of graph drawing, contain a collection of algorithms and the capabilities for both creating workflows involving multiple algorithms as well as facilities for implementing new algorithms within their respective frameworks.

## Chapter 3

## A New Multi-Scale Force-Directed Algorithm

Our algorithm builds on the history of force-directed algorithms, but introduces some modifications to the physical model. Initially, our energy function appears very similar to that used by Tutte[41], in that we use springs with a natural length of zero. We add two distinct components to our model that distinguishes it from Tutte - fixed length components called struts and a centroid repulsion force that helps to prevent folding and twisting. Also, where Tutte fixes vertex positions in order to create an effective layout, our algorithm does not and, lastly, we add a multi-scale component to our algorithm in order to better achieve a good global layout of the graph.

Hadany and Harel point out that traditional force directed and simulated annealing algorithms generally suffer as graph size increases[28]. Walshaw recognized that while the localized layout of a graph is fairly straightforward - that is, the layout of vertices within their immediate surroundings, the global untangling of a layout is more difficult[68, 69]. Früchterman and Rheingold, as well as Davidson and Harel, suggest that more complex drawings could be layed out more quickly with a multi-scale technique[15, 19]. Accordingly, both Walshaw and Hadany and Harel develop algorithms that use a series of approximations of the graph to be layed out. A successive series of less complex graphs, or, to take the terminology from multi-grid methods[11], coarse graphs, that have fewer vertices and edges than the original graph, are used to create a layout for the original graph.

We create a series of coarse graphs using the same method as Walshaw[68, 69], who adapted an algorithm from Hendrickson and Leland[34]. Initially, our algorithm positions the vertices of the coarsest graph randomly. Then, the forcedirected component of the algorithm is iteratively applied, refining or smoothing the layout. Next, the vertex positions are used to interpolate the initial positions of the vertices of the next finer graph. To this finer graph the force-directed smoothing component is then applied. This process of interpolation and refinement is then repeated sequentially for each finer graph, similar to the multi-scale algorithm of


Figure 3.1: Strut model

Hadany and Harel[28]. In our, and other multi-scale algorithms, since only the coarsest graph layout starts from a random placement of vertices, artifacts such as twisting and folding that can be introduced as a consequence of initial random placement are limited.

While the multi-scale method helps to establish a good global layout, local areas of twisting or folding can still occur. To help compensate for this effect on large graphs, we introduce a repulsion factor that pushes vertices away from the centroid of the graph.

The following sections outline the various components of our algorithm, beginning with the elastic energy model, then describing the coarsening algorithm used by Walshaw, the interpolation technique, and finally combining all of the parts in a description of our multi-scale algorithm.

### 3.1 Elastic Model

Our method is based on "elastics", which act as springs with a natural length of zero. Figure 3.1 shows a simple graph of two vertices, $v_{1}$ and $v_{2}$. The length of the edge between the two vertices is given by $L_{\alpha}$. With only the attractive forces between vertices, however, the model would collapse into a single point. In order to prevent this, our model introduces a fixed-length line segment positioned co-linearly with the two vertices. In Figure 3.1, this is the span $L_{\beta}$ from $u_{1,2}$ to $u_{2,1}$. It is possible that the various forces in the overall force model acting on the vertices push them to a distance greater than $L_{\beta}$, in which case the fixed-length line segment, or strut, acts to constrain the vertices from drifting further apart.

To uniquely identify strut endpoints for each edge, strut endpoint $u_{i, j}$ is adjacent to vertex $v_{i}$ and strut endpoint $u_{j, i}$ is adjacent to vertex $v_{j}$. For example, in Figure 3.1, the left strut endpoint is, therefore, $u_{1,2}$, being adjacent to $v_{1}$.

In addition to the struts bracing each edge of the graph, we introduce struts between vertices that share a common neighbour but are not neighbours themselves. Additional struts are placed between a given vertex $v_{i}$ and its neighbours of neighbours as defined by Bonabeau's function, $N^{2}\left(v_{i}\right)$ (see Section 1.1). Figure 3.2


Figure 3.2: Example of a strut between non-adjacent vertices
shows a graph of three vertices, with a strut drawn using vertices $v_{1}$ and $v_{3}$. While struts along edges (such as that from Figure 3.1) have an attractive force between the vertices themselves, this is not true for the neighbour of neighbour struts. For this class of strut, attractive forces are only defined between the strut endpoints and vertices. Thus, in Figure 3.2, there are attractive forces (elastics) between $v_{1}$ and $u_{1,3}$, as well as between $v_{3}$ and $u_{3,1}$, but not between vertices $v_{1}$ and $v_{3}$.

Denote a strut along vertices $v_{i}$ and $v_{j}$ by the unordered pair $\left(u_{i, j}, u_{j, i}\right)$. The set of all of the additional neighbour of neighbour struts is:

$$
\begin{equation*}
\left\{\left(u_{i, j}, u_{j, i}\right) \mid \exists v_{i} \in V, v_{j} \in N^{2}\left(v_{i}\right)\right\} \tag{3.1}
\end{equation*}
$$

For example, in Figure 3.3 a graph with four vertices is shown. The strut segments along each edge are shown in red. For the additional struts, we need to apply the neighbour of neighbours function to each vertex. The results for the example are:

$$
\begin{array}{ll}
N^{2}\left(v_{1}\right)=\left\{v_{4}\right\} & N^{2}\left(v_{2}\right)=\left\{v_{4}\right\} \\
N^{2}\left(v_{3}\right)=\emptyset & N^{2}\left(v_{4}\right)=\left\{v_{1}, v_{2}\right\}
\end{array}
$$

From this, we see that struts should be added between vertices $v_{1}$ and $v_{4}$ and vertices $v_{2}$ and $v_{4}$; these additional struts are shown in blue in the figure. On the other hand, vertex $v_{3}$ has no neighbours of neighbours, and so no additional struts are added for this vertex.

In order to discover where additional struts need to be added, the set of neighbours of neighbours for each vertex must be found. Each member of this set and the vertex forms a strut. All of the neighbour of neighbour sets can be determined


Figure 3.3: Four-vertex graph with struts
with a breadth-first walk of the graph[14], a procedure that is less computationally intensive than calculating the All-Pairs Shortest Path required by Kamada and Kawai[40] and Hadany and Harel[28] (see §2.3).

For additional control in the algorithm, the length of the struts for the neighbours of neighbours connections may be proportionately different than the struts along graph edges. By adjusting this additional parameter, significantly different results can be obtained in the layouts, as the graph can be encouraged to spread out. This parameter can also detrimentally distort the layout as well. We have found that a balance can be determined experimentally so that layouts that retain good detail and minimize twisting and folding are produced; see Chapter 5 for discussion on this and other algorithm parameters, as well as $\S 4.4$ for examples of the performance of the algorithm on graphs with various properties.

### 3.2 Centroid Repulsion

In order to help expand the system, as well as reduce folding and twisting, we introduce an additional force acting on each vertex. This force acts from the centroid of the graph and pulls each vertex outwards. We define a point $C=\left(C^{x}, C^{y}\right)$ as the centroid of the graph:

$$
\begin{equation*}
C=\left(\frac{1}{n} \sum_{i=1}^{n} v_{i}^{x}, \frac{1}{n} \sum_{i=1}^{n} v_{i}^{y}\right) \tag{3.2}
\end{equation*}
$$

The centroid repulsion is modelled as an additional vertex placed at a specific length away from each vertex in the graph, co-linear with the given vertex and the centroid of the graph. We term these centroid repulsion vertices. For example, in Figure 3.4, a graph with four vertices is shown, with the thick black lines representing the edges of the graph. Note that $C=\left(C^{x}, C^{y}\right)$ is the centroid of the graph, as defined above. Each arrow, shown in red, is a vector from the centroid through the position of a given vertex, extending a fixed length beyond each vertex. The centroid repulsion vertex $c_{i}$ in the figure, for example, will be used in the calculation for the position of vertex $v_{i}$. The vertex $c_{i}$ is a fixed distance $L_{C}$ away from the vertex $v_{i}$ and $L_{C}$ can be altered as a parameter of the algorithm. In terms of the force model, an elastic is place between $c_{i}$ and $v_{i}$. Therefore, as $L_{C}$ is increased, so is the force exerted by these additional elastics.

The position of a given centroid repulsion vertex $c_{i}$ in the graph is calculated as:

$$
\begin{equation*}
c_{i}=\left(\frac{L_{C}\left(v_{i}^{x}-C^{x}\right)}{d\left(v_{i}, C\right)}+v_{i}^{x}, \frac{L_{C}\left(v_{i}^{y}-C^{y}\right)}{d\left(v_{i}, C\right)}+v_{i}^{y}\right) \tag{3.3}
\end{equation*}
$$

If we consider the simple three vertex graph in Figure 3.5, with vertex locations

$$
v_{1}=(1,1) \quad v_{2}=(4,2) \quad v_{3}=(5,4)
$$



Figure 3.4: Four-vertex graph with centroid $C$
then the centroid of the graph is $C=(3.33,2.33)$ and the locations of the additional centroid repulsion vertices, assuming that $L_{C}=1$, are:

$$
c_{1}=(0.13,0.50) \quad c_{2}=(4.80,1.55) \quad c_{3}=(5.71,4.71)
$$

### 3.3 Strut Positioning

The strut end points are calculated based on the positions of the associated vertices. Since the vertex positions are initially found on the coarsest graph, and interpolated to start on the finer graphs, the strut end points can always be calculated, provided that any given pair of vertices braced by a strut do not share the same location. For two vertices $v_{i}, v_{j} \in V$ and strut end points $u_{i, j}$ and $u_{j, i}$,

$$
\begin{align*}
& u_{i, j}=\left(\frac{v_{i}^{x}+v_{j}^{x}}{2}+\frac{L_{\beta}}{2} \cdot \frac{v_{i}^{x}-v_{j}^{x}}{d\left(v_{i}, v_{j}\right)}, \frac{v_{i}^{y}+v_{j}^{y}}{2}+\frac{L_{\beta}}{2} \cdot \frac{v_{i}^{y}-v_{j}^{y}}{d\left(v_{i}, v_{j}\right)}\right)  \tag{3.4}\\
& u_{j, i}=\left(\frac{v_{i}^{x}+v_{j}^{x}}{2}-\frac{L_{\beta}}{2} \cdot \frac{v_{i}^{x}-v_{j}^{x}}{d\left(v_{i}, v_{j}\right)}, \frac{v_{i}^{y}+v_{j}^{y}}{2}-\frac{L_{\beta}}{2} \cdot \frac{v_{i}^{y}-v_{j}^{y}}{d\left(v_{i}, v_{j}\right)}\right) \tag{3.5}
\end{align*}
$$

For example, if we continue to consider the graph from Figure 3.5, adding the struts vertices $u_{1,2}, u_{2,1}, u_{1,3}, u_{3,1}, u_{2,3}$, and $u_{2,3}$ with $L_{\beta}=6$, then the positions of the strut vertices use

$$
d\left(v_{1}, v_{2}\right)=3.16 \quad d\left(v_{1}, v_{3}\right)=5.00 \quad d\left(v_{2}, v_{3}\right)=2.24
$$

and are positioned at

$$
\begin{aligned}
& u_{1,2}=\left(\frac{1+4}{2}+\frac{6}{2} \cdot \frac{1-4}{3.16}, \frac{1+2}{2}+\frac{6}{2} \cdot \frac{1-2}{3.16}\right)=(5.35,2.46) \\
& u_{2,1}=\left(\frac{4+1}{2}-\frac{6}{2} \cdot \frac{4-1}{3.16}, \frac{2+1}{2}-\frac{6}{2} \cdot \frac{2-1}{3.16}\right)=(-0.35,0.54) \\
& u_{1,3}=(5.40,4,30) \\
& u_{2,3}=(5.85,5.67) \quad u_{3,1}=(0.60,0.70) \\
& u_{3,2}=(3.15,0.33)
\end{aligned}
$$

### 3.4 Variation on the Barycenter Method

Our analogy of elastics results in a model similar to the one used by Tutte in his barycenter method[65]. While Tutte's work is earlier, and so is not framed as a force-directed graph layout method, both di Battista, et al.[4] and Kaufman[41] recontextualize Tutte's work in the framework of force directed graph drawing methods; we rely on their exposition in the next section.

Tutte's Barycenter method differs from those described so far in that it requires that the positions of at least three vertices be defined as part of the initialization for the algorithm. These vertices remain at their locations throughout the course of the algorithm. Using di Battista's notation, these vertices are called fixed, with the remaining vertices called free[4]. In our method, the fixed vertices are re-positioned after each Gauss-Seidel iteration in our linear problem, described below.

We define our fixed and free sets using the strut end points, centroid repulsion vertices, and the vertices of the graph. The free vertices are those of the graph $G$ and, to include the set of fixed vertices, we define a graph $G^{\prime}=\left\{V^{\prime}, E^{\prime}\right\}$, first considering the struts and then considering the centroid repulsion contributions in turn. Strut end points are defined for each edge of the graph, as well as for the additional struts between neighbour of neighbour vertices. Therefore, the set $V^{\prime}$ consists of each vertex in $V$, all of the vertices $u_{i, j}$ for all strut end points, and all of the centroid repulsion vertices $c_{i}$ :

$$
\begin{aligned}
V^{\prime}= & V \cup \\
& \left\{u_{i, j}, u_{j, i} \mid\left(v_{i}, v_{j}\right) \in E\right\} \cup \\
& \left\{u_{i, j}, u_{j, i} \mid v_{i} \in V, v_{j} \in N_{G}^{2}\left(v_{i}\right),\left(v_{i}, v_{j}\right) \notin E\right\} \cup \\
& \left\{c_{i} \mid v_{i} \in V\right\}
\end{aligned}
$$

The edges of $E^{\prime}$ consist of the strut edges - those edges between strut end point vertices and the corresponding vertices in $G$ - as well as the edges between the centroid repulsion vertices and the corresponding vertices in G :


Figure 3.5: Simple three-vertex graph

$$
\begin{aligned}
E^{\prime}= & \left\{\left(u_{i, j}, v_{i}\right),\left(u_{j, i}, v_{j}\right) \mid\left(v_{i}, v_{j}\right) \in E\right\} \cup \\
& \left\{\left(u_{i, j}, v_{i}\right),\left(u_{j, i}, v_{j}\right) \mid v_{i} \in V, v_{j} \in N^{2}\left(v_{i}\right),\left(v_{i}, v_{j}\right) \notin E\right\} \cup \\
& \left\{\left(c_{i}, v_{i}\right) \mid v_{i} \in V\right\}
\end{aligned}
$$

For example, given Figure 3.5, the set $G=(V, E)$ is:

$$
\begin{aligned}
& V=\left\{v_{1}, v_{2}, v_{3}\right\} \\
& E=\left\{\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right)\right\}
\end{aligned}
$$

There is only one additional strut, located using vertices $v_{1}$ and $v_{3}$. Given the strut endpoints, the sets $V^{\prime}$ and $E^{\prime}$, including the additional centroid vertices (not shown in diagram), are:

$$
\begin{aligned}
V^{\prime}= & V \cup\left\{u_{1,3}, u_{3,1}\right\} \cup\left\{u_{1,2}, u_{2,1}, u_{2,3}, u_{3,2}\right\} \cup\left\{c_{1}, c_{2}, c_{3}\right\} \\
E^{\prime}= & \left\{\left(u_{3,1}, v_{3}\right),\left(u_{1,3}, v_{1}\right)\right\} \cup \\
& \left\{\left(u_{3,2}, v_{3}\right),\left(u_{2,3}, v_{2}\right),\left(u_{1,2}, v_{1}\right),\left(u_{2,1}, v_{2}\right)\right\} \cup \\
& \left\{\left(c_{1}, v_{1}\right),\left(c_{2}, v_{2}\right),\left(c_{3}, v_{3}\right)\right\}
\end{aligned}
$$

Combining $E$ and $E^{\prime}$, we define the graph $H=\left\{V^{\prime}, E \cup E^{\prime}\right\}$.

Tutte proceeds to define, if not by name, the Laplacian matrix of the graph (defined and used in the context of graph drawing in $[46]^{1}$ ). The Laplacian matrix, for a simple, unweighted graph $G$, is $n \times n$, symmetric, and traditionally defined as $L=D-A$, where $D$ is a diagonal matrix with entries equal to the degree of the vertex in the graph $G$ associated with the given row under the order introduced in $\S 1.1$ and $A$ is the adjacency matrix of the graph:

$$
D=\left[\begin{array}{ccc}
\operatorname{deg}\left(v_{1}\right) & \ldots & 0 \\
0 & \ddots & 0 \\
0 & \ldots & \operatorname{deg}\left(v_{n}\right)
\end{array}\right] \quad A=\left[\begin{array}{ccc}
\tau\left(v_{1}, v_{1}\right) & \ldots & \tau\left(v_{1}, v_{n}\right) \\
\tau\left(v_{2}, v_{1}\right) & \ldots & \tau\left(v_{2}, v_{n}\right) \\
\vdots & \ddots & \vdots \\
\tau\left(v_{n}, v_{1}\right) & \ldots & \tau\left(v_{n}, v_{n}\right)
\end{array}\right]
$$

where

$$
\tau\left(v_{i}, v_{j}\right)= \begin{cases}1 & \left(v_{i}, v_{j}\right) \in E \\ 0 & \text { otherwise }\end{cases}
$$

Considering the Laplacian matrix for a given graph, the locations of the vertices satisfy the following, using our force-directed approach:

$$
\begin{equation*}
L \cdot x=0 \quad L \cdot y=0 \tag{3.6}
\end{equation*}
$$

Since these equations are singular, determining the vertex positions requires more information. Both Tutte[65] and Brandes[41] make the point that since the locations of the fixed vertices are defined, the sub-matrix of $L$ created by removing the fixed vertices has a non-zero determinant, implying that a unique solution to the equations exists for the co-ordinates of the free vertices.

In the case of the sub-matrix defined for the free vertices of our matrix $L$, this sub-matrix is strictly diagonally dominant. That is, the sum of the absolute values of the off-diagonal elements is strictly less than the absolute value of the corresponding diagonal entry in each row. Since each edge has a strut defined along it, there is at least one fixed vertex associated with each vertex in $G$, ensuring that the absolute value of the diagonal entry is strictly greater than the sum of the absolute values of the off-diagonal entries. Since the sub-matrix of $L$ is symmetric, strictly diagonally dominant with positive diagonal entries, the sub-matrix is positive definite.

As noted in the beginning of this section, we solve this linear problem using the Gauss-Seidel method. While no general theory on the convergence of the GaussSeidel method exists[9], the following theorem from [9] is applicable:

Theorem. If $A$ is positive definite, then the Gauss-Seidel method will converge for any choice of the initial vector $x^{(0)}$.

[^0]Given the theorem above, the Gauss-Seidel method will converge on a solution. (3.6) can be re-written for each vertex $v_{i} \in V$ as:

$$
\begin{align*}
\operatorname{deg}_{H}\left(v_{i}\right) v_{i}^{x}-\sum_{v_{j} \in N_{G}^{1}\left(v_{i}\right)} v_{j}^{x} & =c_{j}^{x}+\sum_{j} u_{i, j}^{x}  \tag{3.7}\\
\operatorname{deg}_{H}\left(v_{i}\right) v_{i}^{y}-\underbrace{\sum_{v_{j, j} \in H} \sum_{G}^{1}\left(v_{i}\right)}_{\text {free vertices }} v_{j}^{y} & =\underbrace{c_{j}^{y}+\sum_{\substack{j \\
u_{i, j} \in H}} u_{i, j}^{y}}_{\text {fixed } \text { vertices }} \tag{3.8}
\end{align*}
$$

During an iteration, we solve for the $\left(v_{i}^{x}, v_{i}^{y}\right)$ corresponding to the $v_{i} \in V$, using the temporarily fixed vertex locations in $V^{\prime} \backslash V$; refer to $\S 3.6$ for a description of a full iteration. Re-arranging (3.7) and (3.8), our update formula for the position of $v_{i}$ is:

$$
\begin{align*}
& v_{i}^{x}=\frac{1}{\operatorname{deg}_{H}\left(v_{i}\right)}\left[\sum_{v_{j} \in N_{G}^{1}\left(v_{i}\right)} v_{j}^{x}+\sum_{u_{i, j} \in H} u_{i, j}^{x}+c_{i}^{x}\right]  \tag{3.9}\\
& v_{i}^{y}=\frac{1}{\operatorname{deg} g_{H}\left(v_{i}\right)}\left[\sum_{v_{j} \in N_{G}^{1}\left(v_{i}\right)} v_{j}^{y}+\sum_{\substack{j \\
u_{i, j} \in H}} u_{i, j}^{y}+c_{i}^{y}\right] \tag{3.10}
\end{align*}
$$

### 3.5 Energy Function

The energy function calculated through the elastic forces between the edges in $H$ resembles the various energy models presented by Koren, Carmel, and Harel[46, 47], Kamada and Kawai[40], Eades[16], Davidson and Harel[15], and Früchterman and Rheingold[19]. A useful comparative summary of these models is presented by Noack[54]. Tamassia shows how Tutte's Barycenter method can be interpreted as a force-directed graph drawing method[62].

We can use the same partitioning of vertices, given in the previous section, for the energy equations. We start with the Kamada-Kawai energy model from equation (2.1), adjusting it to correspond to our elastic model via the following:

- removing the graph theoretic distance factor
- setting the stiffness factor $k_{i j}=1$
- calculating the energy only between vertices in $H$ with edges using elastics with a natural length of zero

The energy for the graph $H$ can then be defined as:

$$
E=\sum_{\left(v_{i}, v_{j}\right) \in\left\{E \cup E^{\prime}\right\}} \frac{1}{2} d\left(v_{i}, v_{j}\right)^{2}
$$

Setting partial derivatives of $E$ with respect to $x$ and $y$ to zero gives

$$
\begin{aligned}
\frac{\partial E}{\partial v_{i}^{x}} & =\sum_{\left(v_{i}, v_{j}\right) \in\left\{E \cup E^{\prime}\right\}}\left(v_{i}^{x}-v_{j}^{x}\right)=0 \\
\frac{\partial E}{\partial v_{i}^{y}} & =\sum_{\left(v_{i}, v_{j}\right) \in\left\{E \cup E^{\prime}\right\}}\left(v_{i}^{y}-v_{j}^{y}\right)=0
\end{aligned}
$$

resulting in a system of $2\left|V^{\prime}\right|$ linear, but singular, equations. During the GaussSeidel part of our iteration using (3.7), (3.8), the fixed vertices become constraints on the energy minimization problem. Simplifying and re-arranging the terms, given the fixed and free vertices results in the same system given in equations (3.7) and (3.8).

### 3.6 Smoothing Algorithm

We use the term smoothing in the same sense as the multi-grid method[11], meaning that our iterations accomplish a local refinement of our graph layout solution. The two components of the smoothing algorithm that comprise a single iteration are, in order:

- positioning the fixed vertices: given the positions of the vertices, each strut is positioned according to the equations in $\S 3.3$ and each centroid repulsion vertex is positioned according to the equations in $\S 3.2$.
- positioning the vertices: given the revised position of the struts, as well as the centroid repulsion vertices, each vertex in $V$ is re-positioned using a Gauss-Seidel iteration from equations (3.7) and (3.8).

The smoothing algorithm is presented as Algorithm 2. Note that co-ordinates are given as associative arrays $[67,60]$ in the algorithm notation and several components of the formulas are broken into instance variables for ease of understanding. The loop through the strut vertices $u_{i, j}$ operates with the understanding that there is a corresponding pair of vertices, $v_{i}$ and $v_{j}$, which determine the strut end points.

This study employs a strategy that fixes the number of iterations on a given graph throughout the course of the layout algorithm - a strategy also used in $[28,31]$. An alternate, more elaborate strategy would measure the convergence rate and cease iterating when a prescribed tolerance is met, as in, for example, Walshaw $[68,69]$ or using a linearly decreasing function for the number of iterations, where more iterations are performed on the coarse levels[24, 26].

```
Algorithm 2 Smoothing Algorithm
    procedure Smooth(iter, \(G=\{V, E\}, H=\left\{V^{\prime}, E \cup E^{\prime}\right\}\) )
        for \(i \leftarrow 1\), iter do \(\quad \triangleright\) Perform iter passes over the vertices
                for all \(u_{i, j} \in V^{\prime}\) do \(\quad \triangleright\) Loop through all struts
                    \(s_{1} \leftarrow \frac{L_{\beta}}{2 \cdot d\left(v_{i}, v_{j}\right)}\)
                    \(x\) EdgeCentre \(\leftarrow\left(x\left[v_{i}\right]+x\left[v_{j}\right]\right) / 2\)
                    \(y\) EdgeCentre \(\leftarrow\left(y\left[v_{i}\right]+y\left[v_{j}\right]\right) / 2\)
                    \(x\left[u_{i, j}\right] \leftarrow x\) EdgeCentre \(+s_{1} \cdot\left(x\left[v_{i}\right]-x\left[v_{j}\right]\right)\)
                \(y\left[u_{i, j}\right] \leftarrow y\) EdgeCentre \(+s_{1} \cdot\left(y\left[v_{i}\right]-y\left[v_{j}\right]\right)\)
            end for
                for all \(v_{i} \in V\) do \(\quad\) Adjust positions of free vertices
                    \(s_{2} \leftarrow \frac{1}{\operatorname{deg}_{H}\left(v_{i}\right)}\)
                \(x\left[v_{i}\right] \leftarrow s_{2}\left(\sum_{v_{j} \in N_{G}^{1}\left(v_{i}\right)} x\left[v_{j}\right]+\sum_{u_{i, j}^{j} \in H} x\left[u_{i, j}\right]+x\left[c_{i}\right]\right)\)
                \(y\left[v_{i}\right] \leftarrow s_{2}\left(\sum_{v_{j} \in N_{G}^{1}\left(v_{i}\right)} y\left[v_{j}\right]+\sum_{u_{i, j} \in H}^{j} y\left[u_{i, j}\right]+y\left[c_{i}\right]\right)\)
            end for
        end for
    end procedure
```


### 3.7 Coarsening Algorithm

The goal of coarsening algorithms is to create a series of successively simpler graphs, called coarse graphs, that retain critical features of the more complex, or finer graphs. The terminology is borrowed from the multi-grid community, and Hadany and Harel introduce it in the context of graph drawing in their multi-scale algorithm[28]. Generally, coarsening algorithms contract edges to create simpler graphs and choosing which edges to contract is the central challenge. Hadany and Harel's coarsening algorithm, which uses the All-Pairs Shortest Path algorithm, chooses edges based on a cost function that performs in $O\left(|V|^{2}\right)$. Another coarsening algorithm originates with Harel and Koren[31], and is based on an approximation to the k-center problem - a relative of clustering that seeks to identify the graph theoretic centroids of clusters of vertices. More recently, Hachul and Jünger[24, 26] propose an alternative coarsening approach with better performance characteristics, calculating the coarse graph in $O(|V|)$ time.

We use the same coarsening algorithm as Walshaw[68, 69] in our work. This algorithm is an approximation to the maximum cardinality matching problem[68, 69]. That is, the coarsening attempts to find a matching, grouping all of the vertices into pairs, where possible, such that no two edges in the combined vertices are incident on the same vertex. Optimal algorithms to solve this program are available, and tuned versions of the algorithm operate in $O(|E| \sqrt{|V|} \alpha(|E|,|V|))$ time, where $\alpha$ is the inverse Ackerman function[22]. The graph drawing algorithm does not require an optimal matching, however. Rather, as long as a reasonably uniform
and reasonably gradual coarsening can be found, a faster algorithm approximating a maximum cardinality matching is sufficient. Walshaw uses a heuristic proposed by Hendrickson and Leland[34], for an algorithm that operates in $O(|E|)$.

The algorithm is outlined as Algorithm 3. For this algorithm, we include a set of vertex weights $w$ such that the weight of any vertex $v_{i}$ is denoted as $w\left[v_{i}\right]$, in associative array notation. In the Hendrickson and Leland algorithm edge weights are also computed[34], but Walshaw observed that utilizing other heuristics that preferred aggregating vertices based on edge weights did not result in better layouts[68, 69]. This routine accepts a fine graph $G_{i}=\left\{V_{i}, E_{i}, w_{i}\right\}$ and returns a coarse graph $G_{i+1}=\left\{V_{i+1}, E_{i+1}, w_{i+1}\right\}$. For the initial fine graph, each vertex has a weight of one. The Collapse() subroutine referred to in the coarsening algorithm is given in Algorithm 4.

```
Algorithm 3 Coarsening Algorithm
    function Coarsen \(\left(G_{i}\right)\)
        \(G_{i+1} \leftarrow G_{i} \quad \triangleright\) initially, \(G_{i+1}\) is a copy of \(G_{i}\)
        matched \(\leftarrow \emptyset\)
        while there remain unmatched vertices in \(G_{i+1}\) do
            \(v_{m} \leftarrow\) random unmatched vertex
            matched \(\leftarrow\) matched \(\cup v_{m}\)
            \(v_{n} \leftarrow \operatorname{argmin}\left\{w_{i}\left[v_{k}\right] \mid v_{k} \in N_{G_{i}}^{1}\left(v_{m}\right), v_{k}\right.\) is unmatched \(\}\)
            if \(v_{n} \neq \emptyset\) then \(\triangleright\) in case unmatched vertex is not available
                \(\operatorname{Collapse}\left(v_{m}, v_{n}, G_{i+1}\right)\)
            end if
        end while
        return \(G_{i+1}\)
    end function
```

First, a random vertex is selected from $V_{i}$ and the neighbour vertex with the lowest weighted vertex that has not already been matched is selected. Where there is no single lowest weighted vertex, one is selected randomly from the set of lowest weighted vertices. For example, in Figure 3.6(a), vertices $v_{1}$ and $v_{2}$ have been matched. If $v_{3}$ is considered next, then there are no vertices with which it could be matched. In this case, $v_{3}$ becomes part of the coarse graph as is, and is neither matched or considered further in the coarsening process.

If a pair of vertices have been matched, then the Collapse() subroutine removes the matched vertices and replaces them with a single coarse vertex. This process is outlined in Algorithm 4.

The intent of the vertex weighting component of the coarsening algorithm is to encourage even matching throughout the entire graph, so that vertices that may not have been aggregated in one coarse graph are more likely to be matched in subsequent applications of the algorithm. If we consider the graph in Figure 3.6(b) for coarsening, and vertex $v_{4}$ is chosen for matching, then vertex $v_{5}$ will be chosen


Figure 3.6: Coarsening example
over $m_{1,2}$. However, if $v_{6}$ is selected for matching, then the only candidate vertex is $m_{1,2}$; the vertex weights are not guaranteed to be uniform.

```
Algorithm 4 Vertex aggregation algorithm
    procedure Collapse \(\left(v_{i}, v_{j}, G=\{V, E, w\}\right)\)
        \(V \leftarrow V \cup m_{i, j} \quad \triangleright m_{i, j}\) is the coarse vertex
        \(p \leftarrow N^{1}\left(v_{i}\right) \backslash v_{j} \quad \triangleright\) neighbours of \(v_{i}\) except matched vertex \(v_{j}\)
        \(q \leftarrow N^{1}\left(v_{j}\right) \backslash v_{i} \quad \triangleright\) neighbours of \(v_{j}\) except matched vertex \(v_{i}\)
        \(w\left[m_{i, j}\right] \leftarrow w\left[v_{i}\right]+w\left[v_{j}\right]\)
        for all \(v_{k} \in\{p \cup q\}\) do
            \(E \leftarrow E \cup\left(m_{i, j}, v_{k}\right)\)
        end for
        remove vertices \(v_{i}\) and \(v_{j}\) from \(V\)
        remove all edges incident to \(v_{i}\) and \(v_{j}\) from \(E\)
    end procedure
```

We denote $G_{1}=\left\{V_{1}, E_{1}\right\}$ as the finest graph. We then apply the coarsening algorithm to $G_{1}$, resulting in the definition of $G_{2}$. We continue to repeat this process until the graph $G_{n}=\left\{V_{n}, E_{n}\right\}$ has fewer than five vertices (that is, $\left|V_{n}\right|<5$ ). Graphs with fewer than five vertices represent a trivial layout problem, and so no further coarsening is required. A list of all of the possible graphs with fewer than
five vertices is given in Appendix A. For each graph in the series $G_{1}, G_{2}, \ldots, G_{n}$, the graph is still simple and connected. Also, since at least one pair of vertices is aggregated, $\left|V_{k}\right|<\left|V_{k-1}\right|$, for all $k>1$. Ideally, each vertex is matched such that $\left|V_{k-1}\right| /\left|V_{k}\right|=2$, although in the worst case where only one pair of vertices is matched, the ratio is $\left|V_{k-1}\right| /\left(\left|V_{k-1}\right|+1\right)$. The ratio of vertices between successive pairs of graphs, therefore, is in the range (1,2] using this coarsening algorithm; see $\S 4.5$ for a discussion on the best and worst case performance of the coarsening algorithm.

### 3.8 Multi-scale Framework

In applying our smoothing algorithm to a series of graphs, we define a multi-scale framework, an approach suggested in [19, 15], implemented originally by [28, 31, 68, 69], and used also by [35].

```
Algorithm 5 Multi-scale Algorithm
    procedure MultiscaleLayout(iter)
        RandomLayout \(\left(G_{n}\right)\)
        Smooth \(\left(\right.\) iter,\(\left.G_{n}\right)\)
        for \(i \leftarrow G_{n}, G_{n-1}, \ldots, G_{2}\) do
            Interpolate \(\left(G_{i}, G_{i-1}\right)\)
            Smooth \(\left(\right.\) iter,\(\left.G_{i-1}\right)\)
        end for
    end procedure
```

We process a series of graphs $G_{1}, G_{2}, \ldots, G_{n}$, as defined above in $\S 3.7$, in turn, beginning with the coarsest graph, $G_{n}$, and proceeding to the finest graph. The framework is sketched in pseudocode as Algorithm 5. The algorithm begins with the coarsest graph, placing all of its vertices randomly. The algorithm then performs a fixed number smoothing iterations (set as a parameter of the algorithm) on the coarsest graph. Next, the positions of the vertices on the coarsest level are used to create initial positions for the next finer graph using the interpolation process shown in Algorithm 6. The process then repeats with the next finer graph, proceeding until the finest graph has had its vertices positioned.

Two forms of interpolation between levels were considered. The first form simply places the vertex or pair of vertices randomly within a circle that has a radius of one half the length of an edge - that is, $\frac{L_{\alpha}}{2}$ centred around the coarse vertex. We found that this strategy created too much disruption from which the GaussSeidel process could not compensate. A more sophisticated approach places the fine vertices according to an averaging based on the locations of the coarse vertices.

Each of the coarse vertices is considered in turn. Each coarse vertex, as a consequence of the Walshaw coarsening process, corresponds to either one or two
vertices of the fine graph. In the instance where a coarse vertex corresponds to only one fine vertex, the position of the fine vertex is assigned the location of the coarse vertex. Otherwise, where a coarse vertex corresponds to two fine vertices, an averaging process, outlined in Algorithm 6, is used to determine the positions of the fine vertices. The pseudocode contains two functions - Fine() and Coarse() that, given a vertex, return either the set of vertices that compose it in the next finer graph, or the vertex to which it is mapped onto in the next coarser graph, respectively.

If both fine vertices of a given coarse vertex share the same neighbours, they will be placed at the same location. Unfortunately, this creates a situation where the strut position cannot be determined, as there is no direction, and therefore, no vector, that can be used to create the strut end points. When this occurs, the algorithm perturbs the two vertices randomly, ensuring that they are less than a full strut length apart. The algorithm appears to be able to correct adequately for this random placement, given that in large graphs this situation occurs infrequently.

```
Algorithm 6 Averaging Interpolation
    function AveragingInterpolation \(\left(G_{\text {coarse }}, G_{\text {fine }}\right)\)
        for all \(v_{i} \in G_{\text {coarse }}\) do
            \(\left\{v_{p}, v_{q}\right\} \leftarrow \operatorname{FinE}\left(v_{i}\right)\)
            if \(v_{q}=\emptyset\) then
                    \(x\left[v_{p}\right] \leftarrow x\left[\operatorname{CoARSE}\left(v_{i}\right)\right]\)
                    \(y\left[v_{p}\right] \leftarrow y\left[\operatorname{CoARSE}\left(v_{i}\right)\right]\)
                else
                    \(x\left[v_{p}\right] \leftarrow \frac{1}{\left|N^{1}\left(v_{p}\right)\right|} \sum_{v_{j} \in N^{1}\left(v_{p}\right)} x\left[\operatorname{CoARSE}\left(v_{j}\right)\right]\)
                    \(y\left[v_{p}\right] \leftarrow \frac{1}{\left|N^{1}\left(v_{p}\right)\right|} \sum_{v_{j} \in N^{1}\left(v_{p}\right)} y\left[\operatorname{CoARSE}\left(v_{j}\right)\right]\)
                    \(x\left[v_{q}\right] \leftarrow \frac{1}{\left|N^{1}\left(v_{q}\right)\right|} \sum_{v_{j} \in N^{1}\left(v_{q}\right)} x\left[\operatorname{CoARSE}\left(v_{j}\right)\right]\)
                    \(y\left[v_{q}\right] \leftarrow \frac{1}{\left|N^{1}\left(v_{q}\right)\right|} \sum_{v_{j} \in N^{1}\left(v_{q}\right)} y\left[\operatorname{CoARSE}\left(v_{j}\right)\right]\)
        end if
        end for
    end function
```


### 3.9 Interlevel Scale Factor

Consideration must be given to the length of the struts at each level. If the struts are insufficiently large, the drawing becomes tangled; too large and detail is lost as the drawing becomes stretched. Walshaw considers the question of the natural spring length in his multilevel algorithm for the same reasons we consider strut length $[68,69]$. He devises a simple, but effective, scheme whereby the natural spring length for graph $G_{i}$ is the product of the constant $\sqrt{\frac{4}{7}}$ and the natural spring length of the next coarser graph, $G_{i+1}$. Instead of determining a single constant, we choose
to make the strut length ratio between graphs a parameter of the algorithm, and discuss some of the interaction between adjusting this parameter in Chapter 5.

More precisely, our parameter defines a multiplier to the length of the struts, $L_{\beta}$, and we term this the interlevel scale factor, and denote it as $\omega$. The length of each edge strut, therefore, for graph $G_{n}$ is $\omega^{n} \cdot L_{\beta}$.

Instead of defining a fixed constant, $\mathrm{Hu}[35]$ uses the ratio of the diameters of the graphs $G_{i}$ and $G_{i+1}$. Another possibility is to use the ratio of the number of vertices in successive graphs in the sequence; that is, $\omega_{n}=\left|V_{n+1}\right| /\left|V_{n}\right|$. This approach is not implemented in this study and is left for future consideration.

Through our exploration of the behaviour of our algorithm, we observed that we could produce good graph drawings by manipulating the available algorithm parameters in the context of two distinct scenarios; we

- fix the interlevel scale factor, setting it to one, and vary the strut length and centroid repulsion factor parameters, or
- fix the centroid repulsion factor, setting it to one, and vary the interlevel scale factor and strut length parameters.

In Chapter 5, we describe an experiment that explores the interaction between the various algorithm parameters in the context of the above two scenarios.

## Chapter 4

## Creating Good Graph Layouts

## 4.1 "Good" Layouts

Analysis of what constitutes a good graph layout has been the subject of conjecture since the inception of the first graph drawing algorithms and models[40]. Aesthetic comparisons are generally more opinion than fact, producing more a catalog of techniques, rather than focusing on what, precisely, is involved in creating better representations and visualizations. Some work has been done to attempt to discern precisely what affects the comprehensibility of a graph drawing, as well as establish a cognitive model that can be used to evaluate the efficacy of a particular visualization.

### 4.2 Criteria Affecting Graph Readability

Several criteria have been thought to affect the readability of graphs[48, 40, 55, 57, 56]. These criteria are:

- symmetry: the graph should be displayed with as much symmetry as possible
- edge crossings: overall, the number of edge crossing should be minimized
- uniform edge length: the length of all edges should be consistent throughout
- edge bends: the number of bends in edges should be minimized
- uniform distribution: vertices should be placed evenly throughout the drawing

Achieving edge length uniformity is NP-hard, as discussed in Chapter 2, and attempting to achieve symmetrical drawings is also difficult[16]. For that matter,
minimizing edge crossings is also NP-hard[41]. Nevertheless, some algorithms have been developed that attempt to work towards one feature or another. The randomized graph drawing algorithm from Harel and Sardas, for example, was designed with a pre-processing phase that attempts to minimize edge crossings[33] while Lipton builds a framework for graph layout based on graph symmetries[48].

The above criteria have been addressed in specific ways through planar graph drawing algorithms and, in so far as force-directed algorithms are concerned, uniform edge length is a specific side effect of the spring-based approach. With our elastic approach, we can control specifically for this by altering the $L_{\beta}$ parameter. Uniform distribution of vertices can be approximated in space-filling neural-net algorithms $[50,6]$. Since this research only considers straight-line drawings, bend minimization is not applicable to our drawings.

Although initially it was hypothesized that symmetry was crucial to the readability of graphs, and therefore a crucial part of a layout algorithm[48], in the studies conducted by Purchase[57, 56], symmetry had little effect on discerning various pieces of information from the graphs. Edge crossings, however, did play a role, and minimizing edge crossings was seen as desirable. Purchase, Cohen, and James’ experiment[57] explicitly tested different graph drawing algorithms, including those of Früchterman and Reingold and Kamada and Kawai. Other algorithms tested included two planar graph drawing models, a hybrid non-deterministic model that uses a planar layout model for initial placement, a model that constructs orthogonal graph layouts, and an incremental layout that produces layouts similar to those of force-directed algorithms. The graph layouts generated from the force-directed models proved to be similar, and only the non-deterministic algorithm showed weak results. While this study does not invalidate the search for new force-directed algorithms that may perform better, it would seem to indicate that a well-constructed force-directed method ought to perform no worse than others if the images generated are at all similar.

Given the statistical evidence for the significance of edge crossings in the studies by Purchase $[56,57]$ on straight-line graph drawing, as well as the recent work by Hachul and Jünger[27] and an earlier study by Brandenburg, Himsolt, and Rohrer[10], this is the measure that our research will use as a basis for comparison.

### 4.3 Cognitive and Other studies

The origins of the readability criteria outlined in the previous section were not initially based on experimental work[36]. Research aimed towards discerning other factors involved in the readability and comprehension of graphs continues. Huang and Eades conducted an eye movement study[36] in order to attempt to determine how people read graphs. The conclusions reached did not generate any strong indicators for readability as the research was preliminary and did not have a sufficiently large sample size. Taylor and Rodgers[63] propose that concepts from the
field of graphic design could be adopted to modify graph layouts for more pleasing diagrams, specifically creating metrics for homogeneity and concentration, which measure how well a diagram utilizes the full space of the drawing area.

A further line of inquiry by Huang, Eades, and Hong[37] attempted to build a model of cognition for graph drawings. In addition to analyzing performance data, as Purchase has done, cognitive measures have been added in order to assess the effectiveness of a visualization. The experiment was task-based, and varied the complexity of the graph presented, but did not vary the technique used to layout the graph. While work such as this falls beyond the scope of this research, it is not without recognizing that the root understanding of why graph drawings are more or less effective is still elusive and, while models are being constructed to decipher how graph drawings are understood, there are still no concrete metrics that can absolutely determine what makes a "good" graph layout. While application of cognitive models has enabled the evaluation of visualizations - that is, determining whether a particular graph drawing is effective at conveying information - these models have not illuminated why a particular visualization was better or worse in doing so.

So far, the studies by Huang, et al. and Purchase appear to have been conducted in the traditional manner: recruit participants and have them perform certain tasks. Bovey and Rodgers[8] propose a different methodology that they hope will illuminate factors that make certain graphs easier to comprehend. They have developed a series of games, accessible through the Internet, to test such things as path finding through graphs and graph connectivity. This research is still preliminary and, while promising in concept, has not reached any specific conclusions towards desirable graph visualization properties.

While the larger question of what constitutes an effective graph visualization is being investigated, another group of researchers is attempting a narrower version: whether graph drawings are more or less effective than simply presenting the data as a table[42]. In this study, the researchers set tasks to subjects on graphs and charts of varying sizes and asked them to perform specific tasks in identifying common neighbours, shortest paths, and others. Some of their conclusions were expected - that accuracy was affected as graph edge density and the number of vertices increased, but what they did find was that in some instances, the charts essentially, edge matrices - were just as effective as the vertex-link diagrams (that is, graph drawings). However, the study did not reveal any particular mechanism where graph drawings fail entirely in and of themselves, but did point out that for practical purposes, the value of graph layout as a representation of information is dependent on the task at hand.

### 4.4 Comparisons to Other Algorithms

We present a series of test graphs to both ascertain the capabilities of our algorithm, as well as compare the drawings from our algorithm with others in the literature.

Many of these graphs are chosen to test specific capabilities - maintaining symmetry, graphs with clusters, graphs with large numbers of biconnected components, and so forth. First, we present a selection of grids, a common test graph in the literature $[32,31,28,16,19,15,21]$. Next, we present a graph consisting of hexagons, contrasting the results of our algorithm with that given by Frick[18]. Lastly, Hachul and Jünger $[25,27]$ conducted a study of several algorithms, and we present results with our algorithm on a selection of the same graphs.

Test graphs consisting of a grid are used to demonstrate the ability of a graph drawing algorithm to maintain symmetry, as well as the ability to balance forces across regular surfaces. Sierpinski graphs are also used for this purpose, but these graphs also test how well algorithms perform where weakly connected clusters need to be kept relatively far apart.

Another common example along these lines is a grid with a certain percentage of the edges removed. In the examples shown in Figure 4.1, we begin with a 50 by 50 grid and proceed to remove, randomly, $10 \%, 20 \%$, and then $30 \%$ of the edges, ensuring that the graph remains connected. Harel and Koren also present a 50 by 50 grid, both complete and with one third of the edges removed, showing that the high dimensional embedding approach[32] is capable of maintaining good overall structure, even with a substantial weakening of symmetry of the graph. In Harel and Koren's work on multi-scale algorithms[31], they also show grids with edges removed randomly, although smaller than 50 by 50 . Nevertheless, Harel and Koren's multi-scale algorithm also maintains good overall structure. Results from running the same test using our algorithm, also multi-scale, shown in Figure 4.1, share this ability to maintain good overall structure.

Hadany and Harel present a grid example as well, including illustrations of the various coarse graphs[28], but the results are not as consistent as those in our algorithm. Earlier work also shows grid examples[16, 19, 15, 21], but the number of vertices used is considerably smaller than 50 by 50 .

Another example of our algorithm performing well on a graph with a regular structure comes in the form of an example from Frick[18]. This test graph consists of concentric rings of hexagons. A comparison between the result from Frick and our algorithm is given in Figure 4.2. The result from Frick, while still planar, does not maintain the overall hexagonal structure of the graph, distorting and flattening many of the edges; only the centre hexagon is properly displayed. In smaller examples, the Frick algorithm also distorts the shape of the hexagons.

The algorithm from Frick, a simulated-annealing method calculating forces on vertices after Früchterman and Reingold[19], incorporates a gravity-like force that pulls vertices towards the centroid of the graph, the opposite of what our algorithm proposes with a repulsion force acting away from the centroid. As well, Frick's algorithm attempts to analyze oscillations and rotations in the layout, and requires more computational effort than our algorithm; while direct hardware comparisons are not possible, Frick states that, experimentally, his algorithm requires $|V|$ "rounds", where each "round" consists of $|V|$ iterations that consider all of


Figure 4.1: $50 \times 50$ grid with $0 \%-30 \%$ of the edges removed


Figure 4.2: Comparing $|V|=294$ hexagon grid results
the vertices in the graph, roughly $O\left(|V|^{3}\right)$ complexity. The runtime complexity of our approach varies between $O(|V|)$ and $O\left(|V|^{4}\right)$; see $\S 4.5$ for a discussion of the computational complexity of our algorithm.

Our algorithm is also able to generate good drawings for much larger hexagon grids, as demonstrated in Figure 4.3, where a sixty thousand vertex graph is shown. Note that the edge effects are no worse than in large square grids.

Hachul and Jünger [25, 27] conducted a study of the performance of various algorithms - the algorithm of Früchterman and Reingold[19], Gajer and Kobourov's GRIP[21], Harel and Koren's Fast Multi-Scale (FMS) Method[31] and High Dimensional Embedding (HDE) method[32], Koren's ACE[46], and Hachul's own Fast Multipole Multilevel ( $\mathrm{FM}^{3}$ ) method[24]. They define a metric that calculates the relative uniformity of edge length in the graph, along with a measure consisting of the ratio between the number of edge crossings and the number of edges in a graph, as well as a measure utilizing the number of overlapping edges. They provide a comparison of algorithm runtimes which, due to differing hardware, are not directly comparable to ours. For our algorithm, most examples took several seconds to run, with the graphic file generation and processing the GraphML XML files sometimes taking longer than the actual layout algorithm itself. Included in the results recorded in Table 4.2 the 'time' column records the run time of the layout algorithm, in seconds, on an Apple Macbook Pro with a 2.33Ghz Intel Core 2 Duo processor.

Arguably, edge crossings are the best measure of graph readability - see $\S 4.2$ and so we only present that measure here. Hachul and Jünger divide the number of edge crossings by the number of edges in the graph in order to present a normalized metric; we present the same metric in Table 4.2 below.


Figure 4.3: $|V|=60000$ hexagon grid

Their selection of graphs is roughly divided into four categories: Kind Artificial, Kind Real World, Challenging Artificial, and Challenging Real World. Each of the examples was meant to address certain graph structures with which graph drawing algorithms have to contend. The "Kind" graphs tend to perform well almost universally for our and the other algorithms. The performance of the various algorithms, as well as our algorithm, varied more widely in the "Challenging" graph examples. We present a sampling from all four categories below for comparison purposes.

Two example types of Kind Artificial graphs were chosen. The first type consists of grids with three percent of their vertices removed, being careful to ensure that the graph remained connected, despite the removals. The second is a graph representation of a Sierpinski triangle. For the Challenging Artificial graphs, again, two example types were chosen. The first is a complete 6-ary tree, with four, five, or six levels. The second is what Hachul and Jünger call a spider graph. First, a ring containing $25 \%$ of the vertices is composed. Each vertex in the ring is connected to twelve additional adjacent vertices - six on the right and six on the left. Lastly, the remaining $75 \%$ of the vertices are divided into eight paths of roughly equal length and attached evenly along the ring. The spider graphs, therefore, contain one relatively densely connected structure along with the "legs", which are sparsely connected. The Kind Real World, as well as the Challenging Real World graphs, were downloaded from the online Walshaw collection[2], converted into GraphML files, and then used by our algorithm. The basic characteristics of each of the graphs is given in Table 4.1, including the number of vertices, edges, and the number of bi-connected components $(|B|)$. A bi-connected component is a "...maximal set of edges such that any two edges in the set lie on a common simple cycle." [14]. There are some small variances in the basic graph characteristics (e.g. in the spider graphs) in some of our graphs and those of Hachul and Jünger, as we constructed our own graphs given their descriptions and did not have access to their graph files.

| Name | $\|V\|$ | $\|E\|$ | $\|B\|$ | $\frac{\|E\|}{\|V\|}$ | max. degree |
| :--- | ---: | ---: | ---: | ---: | ---: |
| rnd_grid_032 | 994 | 1872 | 6 | 1.9 | 4 |
| rnd_grid_100 | 9700 | 18633 | 4 | 1.9 | 4 |
| rnd_grid_320 | 99328 | 192075 | 13 | 1.9 | 4 |
| sierpinski_06 | 1095 | 2187 | 1 | 2.0 | 4 |
| sierpinski_08 | 9843 | 19683 | 1 | 2.0 | 4 |
| sierpinski_10 | 88575 | 177147 | 1 | 2.0 | 4 |
| crack | 10240 | 30380 | 1 | 3.0 | 9 |
| finan_512 | 74753 | 261120 | 1 | 3.4 | 54 |
| fe_ocean | 143438 | 409593 | 40 | 2.8 | 6 |
| tree_06_04 | 1555 | 1554 | 1554 | 1.0 | 7 |
| tree_06_05 | 9331 | 9330 | 9330 | 1.0 | 7 |
| continued on next page |  |  |  |  |  |


| continued from previous page |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | :---: |
| Name | $\|V\|$ | $\|E\|$ | $\|B\|$ | $\frac{\|E\|}{\|V\|}$ | max. degree |  |
| tree_06_06 | 55987 | 55986 | 55986 | 1.0 | 7 |  |
| spider_a | 994 | 2494 | 745 | 2.5 | 15 |  |
| spider_b | 9996 | 24996 | 7497 | 2.5 | 15 |  |
| spider_c | 100000 | 250000 | 7497 | 2.5 | 15 |  |
| add_32 | 4960 | 9462 | 951 | 1.9 | 31 |  |
| bcsstk_31 | 35586 | 572914 | 48 | 16.0 | 188 |  |
| bcsstk_33 | 8738 | 291583 | 1 | 33.3 | 140 |  |

Table 4.1: Basic properties of test graphs
We applied our algorithm to each of the graphs in turn, recording the number of edge crossings. The relative edge crossing metric, defined as the ratio between number of edge crossings and the number of edges in the graph was also calculated with the results summarized in Table 4.2. We ranked our results with those of the five algorithms that Hachul and Jünger tested, noting the result for each test graph in the Rank column of the results table (thus, our ranking is out of six, and not five algorithms). Lastly, as a more precise measure of the performance of our algorithm in comparison with the others, the Rank \% is listed. For this value, we calculate the difference between the relative edge crossing metric produced by our algorithm for a given graph and the minimum relative edge crossing metric for all six algorithms and divide this by the difference between the maximum and minimum relative edge crossing metrics. The Rank \% values represent, therefore, as a percentage, how far away from first place our algorithm performance was in terms of the relative edge crossing metric.

| Name | time | edge crossings | $\frac{\mid \text { crossings } \mid}{\|E\|}$ | Rank (/6) | Rank \% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| rnd_grid_032 | 0.4s | 0 | 0.00 | 1 (tie) | 0.00 |
| rnd_grid_100 | 1.3 s | 0 | 0.00 | 1 (tie) | 0.00 |
| rnd_grid_320 | 12.7 s | 0 | 0.00 | 1 (tie) | 0.00 |
| sierpinski_06 | 0.3s | 0 | 0.00 | 1 (tie) | 0.00 |
| sierpinski_08 | 1.2 s | 310 | 0.02 | 1 (tie) | 0.06 |
| sierpinski_10 | 5.3s | 5944 | 0.03 | 2 | 0.02 |
| crack | 2.4 s | 0 | 0.00 | 1 (tie) | 0.00 |
| finan_512 | 41.4 s | 5197854 | 19.91 | 3 (tie) | 2.64 |
| fe_ocean | 27.8 s | 3557520 | 8.69 | 3 | 0.25 |
| tree_06_04 | 0.5 s | 10593 | 6.82 | 4 | 86.40 |
| tree_06_05 | 1.5 s | 162257 | 17.39 | 4 | 75.88 |
| tree_06_06 | 24.2 s | 1270195 | 22.69 | 3 | 15.44 |
| spider_a | 0.4s | 8053 | 3.23 | 3 | 13.39 |
| continued on next page |  |  |  |  |  |


| continued from previous page |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | :---: |
| Name | time | edge crossings | $\frac{\mid \text { crossings } \mid}{\|E\|}$ | Rank (/6) | Rank \% |  |
| spider_b | 0.6 s | 89610 | 3.58 | 4 | 2.32 |  |
| spider_c | 6.2 s | 629007 | 2.52 | 3 | 0.10 |  |
| add_32 | 1.1 s | 54794 | 5.79 | 4 | 63.16 |  |
| bcsstk_31 | 84.0 s | 51282650 | 89.51 | 2 | 4.11 |  |
| bcsstk_33 | 37.6 s | 116058775 | 398.03 | 3 | 7.00 |  |

Table 4.2: Results for test graphs
The test results obtained for each graph in Table 4.2 are shown in Figures 4.4 to 4.7. Generally, the images show good detail and compare favourably to the better results from the algorithms tested by Hachul and Jünger. Specifically, the Kind Artificial graphs show good detail and no folding. Figure 4.5(a), showing the lower right portion of the 320 x 320 grid, clearly demonstrates a regular grid structure, despite the missing vertices. The Sierpinski graphs show some distortion and loss of visible detail; however, the structure is fairly regular, as can be seen in Figure 4.5(b), a detail of the top portion of Figure 4.4(e). The crack graph shows good, regular detail; see the zoomed section in Figure 4.5(c). The finan_512 graph shows its regular structure and while GVA and ACE do not preserve the smaller detail features very well, and the HDE algorithm fails to indicate the consistency of the structure, our result does, and is much closer to that of $\mathrm{FM}^{3}$; see Figure $4.5(\mathrm{~d})$.

The 6-ary tree proved challenging for not only the HDE and FMS methods tested by Hachul and Jünger, but for our algorithm as well. While the leaf vertices are dispersed, the root of the tree is obscured, and there is little balance or symmetry with respect to the actual tree structure. The drawings for the spider graph show the closely connected centre with each of the eight legs, although the centre ring section of the graph has much of its interconnection detail obscured; see Figure 4.7(c). The spider graphs we tested are planar, however, with ACE and HDE able to create drawings with zero edge crossings. The challenging real world graph results are comparable to the $\mathrm{FM}^{3}$ algorithm, showing good detail and reasonably regular structure, where present.

Notably, our algorithm displays better detail than the ACE algorithm on all of the challenging real world graphs. For example, the structure of the add 32 graph is greatly obscured by ACE. Even though our rendering still has many edge crossings, there is much more detail evident, as shown in the detail of the graph in Figure 4.7(a). Another example is the bcsstk_31 graph. The ACE drawing of this graph squashes much of the corner detail on the lower right hand side of the graph, while our algorithm preserves much of this detail, as shown in Figure 4.7(b).

Our algorithm performs comparably, if not better, than the selection of other force directed algorithms evaluated by Hachul and Jünger. The results are visually similar, and the edge crossing metric is similar as well. Where graphs have regular, well-connected structure, our algorithm is able to consistently capture the overall


Figure 4.4: "Kind" artificial and real world graphs

(a) lower right of rnd_grid_320

(c) top left of crack

(b) top of sierpinski_10

(d) ridge detail for finan_512

Figure 4.5: Detail views of "Kind" graphs


Figure 4.6: "Challenging" artificial and real world graphs


Figure 4.7: Detail views of add_32, bcsstk_31, and spider_a
and detailed structures. For more weakly connected structures, such as trees, our algorithm does not perform as well as $\mathrm{FM}^{3}$.

Determining the best parameter settings can be challenging for some graphs. For example, the interactions between the various parameters can result in distortions that compress the outer edges of the graph drawing, obscuring detail, as seen in the grid with a random number of edges removed, as in Figure 4.4(c), in the large hexagon grid of Figure 4.3, and particularly in Figure 5.2(c) where the outside graph edges are compressed and the central edges are pushed out from the centroid of the graph. We term this a fisheye effect, as it appears as if the graph is being viewed through a fisheye camera lens. Hu has identified a similar effect in Früchterman and Reingold's algorithm, calling it the peripheral effect[35]. By choosing low values for the centroid repulsion and by adjusting the interlevel scale factor, this effect can be mitigated, e.g. Figure 4.1, but in graphs such as the Sierpinski, attempting to remove the fisheye effect can result in a layout that twists the various parts of the graph. It is this effect, in part, that motivated the experiment in Chapter 5 to understand the interaction between the strut length, centroid repulsion, interlevel factor, and iteration parameters for the algorithm.

### 4.5 Algorithm Complexity

While the desire is to create a layout for the graph $G=\{V, E\}$, in order to do so we extend $G$ with centroid repulsion and strut vertices and edges to form $H=$ $\left\{V^{\prime}, E \cup E^{\prime}\right\}$; see $\S 3.4$. To ascertain the computational and space complexity of the algorithm, we must consider the relationships between the number of edges and vertices of the graphs $G$ and $H$. The centroid repulsion vertices add $|V|$ vertices and $|V|$ edges to $V^{\prime}$ and $E^{\prime}$, respectively. The edge struts add $2|E|$ vertices and $2|E|$ edges. Thus far, $H$ grows linearly with respect to $G$. Lastly, the neighbour of neighbour struts contribute their vertices and edges, and corresponds to the sum of the $N^{2}\left(v_{i}\right)$ terms for all $v_{i} \in V$. In total, the number of vertices in $H$ is:

$$
\begin{align*}
\left|V^{\prime}\right| & =\underbrace{n}_{|V|}+\underbrace{n}_{\text {centroids }}+\underbrace{2 m}_{\text {edge struts }}+\underbrace{\sum_{v_{i} \in V}\left|N^{2}\left(v_{i}\right)\right|}_{\text {neighbour of neighbour struts }}  \tag{4.1}\\
& =2(n+m)+\sum_{v_{i} \in V}\left|N^{2}\left(v_{i}\right)\right|
\end{align*}
$$

Correspondingly, the number of edges in $H$ is:

| Graph |  | Vertices | Edges |
| :---: | :---: | :---: | :---: |
| Complete | G | $n$ | $m=\frac{n(n-1)}{2}$ |
|  | H | $n^{2}+n$ | $3 m+n$ |
| Star | G | $n$ | $m=n-1$ |
|  | H | $n^{2}+n$ | $m^{2}+3 m+1$ |
| Line | G | $n$ | $m=n-1$ |
|  | H | $6(n-1)$ | $6 m-1$ |

Table 4.3: Vertices and edges of $H$ in relation to $G$

$$
\begin{align*}
\left|E \cup E^{\prime}\right| & =\underbrace{m}_{|E|}+\underbrace{n}_{\text {centroids }}+\underbrace{2 m}_{\text {edge struts }}+\underbrace{\sum_{v_{i} \in V}\left|N^{2}\left(v_{i}\right)\right|}_{\text {neighbour of neighbour struts }}  \tag{4.3}\\
& =n+3 m+\sum_{v_{i} \in V}\left|N^{2}\left(v_{i}\right)\right| \tag{4.4}
\end{align*}
$$

The number of neighbour of neighbour struts can range widely. For example, in the case where $G$ is a complete graph, there are no neighbour of neighbour struts, and the summation is 0 ; see Figure $4.8(\mathrm{a})$. However, in the case of a star graph, shown with neighbour of neighbour struts drawn as dotted lines, in Figure 4.8(b), the number of neighbour of neighbour strut edges is $(n-1)(n-2)$. The star graph represents an extreme case: a 1-connected graph (that is, a graph where removing any given edge will disconnect the graph[70]) with the maximum number of possible strut edges. An in-between example, a graph with vertices arranged linearly, has fewer neighbour of neighbour strut edges: $2(n-2)$. The number of neighbour of neighbour struts determines how much larger $H$, in terms of the number of edges, is with respect to $G$. Table 4.3 summarizes these properties.

Since the number of vertices and edges in $H$ can grow linearly or quadratically with respect to $G$, the storage complexity of the algorithm varies accordingly. If we assume an average case, summing the number of edges from the complete graph and the star graph and dividing by two, then the number of edges in $H$ still exhibits $O\left(n^{2}\right)$ growth.

Another element to be considered is the need to store multiple levels in order to maintain the linkages needed for interpolating between graphs. Ideally, applying the coarsening algorithm we describe in $\S 3.7$ results in a coarse graph with half the number of vertices and, in the best case, this results in $\left\lceil\log _{2} n\right\rceil$ graphs. A worse case, however, can be found in the star graph where an edge contraction takes place between the central vertex and one of the other vertices. Since none of the remaining vertices have common edges, no further contractions can take place, creating a sequence of $n-1$ graphs with a bound of $O(n)$.


Figure 4.8: Example graphs showing struts

| Graph Coarsening | Graph edge density |  |
| :---: | :---: | :---: |
|  | complete | 1-connected |
| optimal | $\mathrm{O}\left(n^{2}\right)$ | $\mathrm{O}(n)$ |
| worst case |  | $\mathrm{O}\left(n^{3}\right)$ |

Table 4.4: Algorithm space complexity

Considering the edge list storage requirements together with the need to store multiple graphs results in three distinct cases, summarized in Table 4.4. First, the instance where a complete graph has the best-case sequence of coarse graphs, in which case the storage requirements increase on the order of $O\left(n^{2}\right)$. That is, the storage required for the finest graph is $n(n-1) / 2$, the storage for the next finer graph is $n(n-1) / 4$, and so forth. The total storage, then, involves a geometric series: $\frac{n(n-1)}{2}\left[1+1 / 2+1 / 4+\cdots+1 / 2^{n}\right] \approx O\left(n^{2}\right)$. Next, if the graph is 1 -connected and also can be collapsed ideally (such as the line graph, for example), then the storage requirements are better: $O(n)$, as it again involves a geometric series: $(n-$ $1)\left(1+1 / 2+\cdots+1 / 2^{n}\right)$. Lastly, in the instance where the coarsening algorithm performs at its poorest, and the graph is 1-connected, then the total storage required involves a sum of squares: $f(1)+f(2)+\cdots+f(n)$ where $f(n)=(n-1)(n-2)$ and is, therefore, $O\left(n^{3}\right)$. In this case, the first two terms of $f(n)$ are zero, as a graph with one or two vertices does not have any additional neighbour of neighbour strut edges. The remaining possibility - that of a worst case coarsening with a complete graph is not possible, as a complete graph will allow a near perfect matching for at least the first iteration.

The runtime complexity of the algorithm is, naturally, determined by the size of graph. The graph coarsening step requires an iteration through the list of vertices and is $O(n)$. At best, creating the sequence of coarse graphs requires $\left\lceil\log _{2} n\right\rceil$ applications of the coarsening algorithm and at worst $n-1$ (where $n=|V|$ ) ap-
plications for a runtime complexity of the coarsening process between $O(n)$ and $O\left(n^{2}\right)$. The best case again involves a geometric series and follows similarly as above: $n+n / 2+\cdots+n / 2^{\log _{2} n} \approx 2 n \approx O(n)$. The worst case uses an arithmetic series giving: $n(n+1) / 2 \approx O\left(n^{2}\right)$. Adding the struts requires a depth-first walk of the graph, an $O(n)$ operation in the best case and $O\left(n^{2}\right)$ in the worst. Positioning the vertices on each graph consists of a fixed number of Gauss-Seidel and strut positioning iterations. These operations operate on all of the vertices of the graph for a complexity of $O(c \cdot n)$, where $c$ is the number of iterations. Considering the number of vertices on each level gives, as above, a best case runtime of $O(n)$ and a worst case of $O\left(n^{2}\right)$. For each component of the algorithm individually - coarsening, determining struts, and the graph vertex layout - the best and worst case complexities are $O(n)$ and $O\left(n^{2}\right)$, respectively.

However, the relationship between $G$ and $H$ must be considered, as $\left|V^{\prime}\right|$ may be significantly larger than $|V|$. Where the coarsening process is optimal, and no additional neighbour of neighbour struts are added to the graph (e.g. a complete graph), $\left|V^{\prime}\right| \approx|V|^{2}$, and so the algorithm runtime complexity is $O\left(n^{2}\right)$. In the case where the coarsening process is optimal but there are some struts (e.g. the line graph), $\left|V^{\prime}\right| \approx c|V|$, and so the runtime complexity is $O(n)$. Lastly, given a worst case coarsening combined with a maximal number of struts (e.g. a star graph), then $\left|V^{\prime}\right| \approx|V|^{2}$ and the overall runtime complexity is $n^{2}\left(1+n^{2}\right) / 2 \approx O\left(n^{4}\right)$. Consequently, depending on the structure of the graph - the number of added struts and the behaviour of the graph under the coarsening process - the algorithm runtime performances varies from $O(n)$ to $O\left(n^{4}\right)$.

## Chapter 5

## Algorithm Properties

### 5.1 Method

Several graphs were evaluated in order to discern both the efficacy of our algorithm as well as to discover how the parameters of the algorithm interact. The four main algorithm parameters are:

- number of iterations: the number of smoothing iterations (see §3.6) applied to each level of the graph
- size of strut: the length of the neighbour of neighbour struts $\left(L_{\beta}\right)$, defined as a multiplier relative to the length of the struts enclosing edges; see $\S 3.1$
- strength of centroid repulsion: the factor $L_{C}$, defined as a multiplier relative to the length of the struts enclosing edges; see $\S 3.2$
- interlevel scale factor: the multiplier of the strut strength from a coarse to fine grid; see $\S 3.9$

An experiment was designed to test how various combinations of the above parameters interact using several different graphs. A set of values were used for the first three parameters, as given in Table 5.1. For the number of iterations parameter, the values range from performing almost no smoothing to a value where the displacement of the vertices becomes almost negligible during the last iterations. For the strut size and centroid repulsion parameters, the values again ranged from having little effect (the neighbour of neighbour struts are as strong as the edge struts) to a value where the layout should be significantly distorted. Lastly, the interlevel scale factor was held constant at one (1) for this experiment. As discussed in $\S 3.9$, we found that this set of parameters produced good graph drawings. A second experiment, corresponding to the second scenario, where the interlevel scale factor was varied and the centroid repulsion factor was held constant, is described later in this section.

| Parameter | Values |
| ---: | :---: |
| number of iterations | $1,2,5,10,15,20$ |
| size of strut | $1,2,4,8,16,32$ |
| strength of centroid repulsion | $1,2,4,8,16,32$ |

## Table 5.1: Experiment parameter values

All combinations of these the parameters in Table 5.1 were tested, resulting in 216 different layout solutions for a given graph. We continue to use edge crossings as a metric for determining the quality of the layout (see $\S 4.2$ and $\S 4.4$ ) and calculate the number of edge crossings for each layout solution.

Another consideration is the effect of initial starting conditions and the sequence of coarsening steps on the quality of the final image. That is, since the sequence of coarse graphs generated by the Walshaw algorithm is non-deterministic, the resulting image may be affected. To attempt to mitigate the random effects, we used a set of five different sequences of coarsened graphs, each starting from a different random seed, such that the results could be averaged later.

Four graphs were chosen for the above experiment. The first was a grid, 250 by 250 vertices. By far the largest graph, this graph represented a regular, wellconnected surface. Second, a graph of a Sierpinski triangle, of depth 8, consisting of 3282 vertices, was used. Sierpinski graphs are also found in [21] and [35] and present a more significant challenge for a force-directed algorithm given that there are weakly connected components of the graph that must be positioned at the edges of the image. Thirdly, the crack graph was chosen. This graph has been used frequently in the literature as an example of a large, triangular, planar graph [3, 25, 31, 45]. Last, a random power law graph, as described by Reed[58] and Newman[51], was created using the Barabási-Albert algorithm[58]. The properties of the power law graph are mirrored in real-world systems, and as such represent an important and challenging problem for graph drawing algorithms.

### 5.2 Results

Each graph generated 216 data points (i.e. edge crossing metrics) per run and there were five runs per graph, for a total of 1080 data points per graph. In order to visualize the interaction between the various parameters, the mean of each of the five data points corresponding to the different random seeds was calculated for each of the 216 parameter combinations.

Universally, increasing the number of iterations produced better layouts. For the remainder of the discussion, we will consider the results of the experiment with the number of iterations fixed at 20 , with the remaining two parameters variable.

For the 250 by 250 grid, increasing the strut repulsion factor resulted in ad-

(a) $250 \times 250$ grid edge crossings

(b) centroid factor $=2$, strut factor $=16$

(c) centroid factor $=16$, strut factor $=2$

Figure 5.1: $250 \times 250$ grid test graph results
ditional edge crossings, as can be seen in Figure 5.1(a). While the edge effects become more pronounced as the centroid repulsion is increased, the edge crossings are reduced or eliminated.

The Sierpinski graph is challenging for a number of graph drawing algorithms, as well as ours. Minimizing the centroid repulsion results in a drawing that is somewhat convoluted, as can be seen in Figure 5.2(b). While strengthening the
centroid repulsion does result in fewer edge crossings, as Figure 5.2(c) shows, the amount of easily visible detail is also reduced. Arguably, a better balance between the parameters that may result in a non-optimal number of edge crossings would produce a better layout; this example suggests that the edge crossing metric is an inexact measure of graph layout readability.

A balance between the strut and centroid repulsion parameters results in the fewest edge crossings with the Sierpinski graph, whereas in the previous grid example, a bias towards a greater centroid repulsion factor and a lower strut repulsion factor results in fewer edge crossings. The algorithm parameters are sensitive to the structure of the graph and tuning the parameters can result in better layouts.

The crack graph, as aforementioned, is a common example in the graph drawing literature. This graph shows very good results with a wide variety of parameter settings. Even in the high edge crossing area at the top left of Figure 5.3(a), the results are still serviceable, as shown in Figure 5.3(b).

The results for our last test graph, the random 1000-vertex power law graph, demonstrate the challenge that real-world graphs pose to graph drawing algorithms. In this case, a poor choice for the parameters can result in a drawing with nearly no features at all; see Figure 5.4(b). However, even with a drawing with fewer edge crossings, as in Figure 5.4(c), while showing more detail, still occludes much of the structure of the graph.

As mentioned in $\S 3.9$, we proposed two scenarios that produced good graph drawings. To explore the second scenario, the centroid repulsion factor was fixed at one (1), and we varied the strut repulsion and interlevel scaling factors. We set the interlevel parameter to a value between 1.0 and 2.0 , incrementing by 0.1 . The results for the 250 by 250 grid are shown in Figure 5.5. Regardless of the strut factor, increasing the interlevel scale factor results in a drawing with fewer edge crossings. The interlevel scale parameter seems have more consistent results over a larger range of values, and appears to be less sensitive than the strut factor in this example.

What we found was that the interlevel scale factor seems to act in a similar manner to the centroid repulsion vertices, although the fisheye effect is less pronounced. Varying the interlevel scale factor seems to have fairly profound effects on the drawing produced, suggesting that results are quite sensitive to this parameter. Both the interlevel scaling and centroid repulsion parameters cause vertices to be pushed apart, and thereby creating enough space between vertices on the coarse levels such that on the fine levels the vertices do not become tangled. These two parameters both appear to be critical in generating good graph drawings.

Generally, the behaviour with respect to the parameters varies widely over different graphs. We have observed no consistent choice of parameter values that performs optimally over all of the examples. However, it is clear that there are markedly better choices than others in all cases. That is, none of the examples show a uniform number of edge crossings regardless of the parameter choices. Also, as seen in the Sierpinski example, an optimal number of edge crossings may not


Figure 5.2: Sierpinski test graph results

(a) Crack graph edge crossings

(b) centroid factor $=2$, strut factor $=16$

(c) centroid factor $=8$, strut factor $=2$

Figure 5.3: Crack test graph results

(a) Power law graph edge crossings
(b) centroid factor $=16$, strut factor $=4 \quad$ (c) centroid factor $=1$, strut factor $=32$

Figure 5.4: Random 1000 vertex power law test graph results

(a) $250 \times 250$ grid edge crossings and interlevel scaling factor

(b) strut factor $=8$, interlevel scaling factor $=1.2$

(c) strut factor $=8$, interlevel scaling factor $=1.9$

Figure 5.5: $250 \times 250$ grid interlevel parameter test results
produce a drawing with sufficient detail, and so judging the performance of the algorithm on edge crossings alone, while useful, is insufficient. By varying the centroid repulsion factor, strut factor, and interlevel scaling factor, very different drawings emerge. Further work in exploring the interaction environment is needed.

## Chapter 6

## Conclusions

We have presented a new multi-level, force-directed graph drawing algorithm that produces results comparable to those in other major algorithms. We employ the notion of elastics (with an unstretched length of zero), rather than springs, thereby creating a force model resembling that of Tutte's. However, our approach employs a unique stiffening of the force model by extending the original graph with struts and centroid repulsion vertices. In doing so, we are able to take advantage of a linear update in the positioning of the graph vertices combined with a non-linear update to the strut endpoints. At the expense of some memory, our algorithm avoids the calculation of expensive operations such as solutions to the All-Pairs Shortest Path problem. Likewise, we neither have to employ second derivatives (as in Kamada and Kawai's algorithm[40]), nor do we require an expensive $O\left(|V|^{2}\right)$ (or $O(|V|)$ if approximated) non-linear calculation of inverse square repulsion (that is, forces based on Hooke's Law, such as those in Eades' algorithm[16]). We combine our new force-directed approach with a multi-level approach that allows our algorithm to draw very large graphs. Since the multi-level scheme defines, with the coarse graphs, a good overall layout of the graph early, we avoid having to implement a cooling scheme, such as that used in $[19,15,35,69]$ where vertices may need to move some distance away from one another.

In presenting this algorithm, we use the comparative study of Hachul and Jünger [25, 27], employing a selection of their test problems and applying one of their quality measures. When we rank our results with those of that study, we find that our algorithm ranks in the top third nearly half the time and in the middle two thirds for the remainder. Also, we present our own study of the various parameters employed by our algorithm in order to build an understanding of their interaction. We find that there is not necessarily a setting that works optimally over all examples, necessitating some experimentation in determining the best settings.

Given the promising results for our algorithm, not only in graph drawing, but also in clustering, discussed in $\S 6.4$ below, there are several directions for future work. Broadly, further work in analyzing the parameters used in the algorithm, the coarsening process, and the computation aspects of the algorithm is warranted and
we discuss each, in turn, in the sections below.

### 6.1 Adaptive parameters

Currently, there are four user-configurable algorithm parameters: strut length factor, centroid repulsion factor, the number of smoothing iterations per graph, and the interlevel scale factor. We suggest that some of these parameters may be used adaptively, changing from graph to graph, throughout the course of the algorithm.

The interlevel scale factor can be effectively used to spread out the vertices in the coarse graph layouts. We suggest formulating this parameter on a given graph $G_{n}$ as the ratio between the number of vertices of that graph and the preceding coarse coarse graph, $G_{n+1}$. That is, $\omega_{n}=\left|V_{n+1}\right| /\left|V_{n}\right|$. Since results appear to be fairly sensitive to the interlevel scale factor, and since the percentage of vertices that are coarsened on a given graph varies, this should improve how vertices are spaced and, consequently, how they are initially interpolated, thereby resulting in layouts with less folding and without loss of detail.

Another parameter that can be made adaptive is the number of smoothing iterations applied to each graph. The sum of the vertex displacements could be calculated at the completion of each iteration, and once this sum (normalized appropriately for the given coarse graph) is below a reasonable threshold, then no further iterations are performed. In this way, graph drawings that may require more work will automatically have the iterations applied on an as-needed basis.

### 6.2 Alternate Coarsening Algorithms

One of the main components of our multi-level algorithm is the coarsening process. For this work, we chose to use the same coarsening algorithm used by Walshaw. This algorithm, however, is not the only one possible. Hadany and Harel, for example, use a cost function to select pairs of vertices for coarsening[28]. Harel and Koren, while also using a heuristic, perform the coarsening via an approximation to the $k$ - center problem[31] while Gajer, et al. employ a method based on the maximal independent subset problem[20]. Hachul and Jünger employ a partitioning process, using a planetary system metaphor, that operates in $O(|V|+|E|)$ time[24] for creating coarse graphs in their multi-level algorithm. Hu , on the other hand, employs two different coarsening algorithms, selecting which to use heuristically[35].

If some properties of the graph to be drawn can be ascertained, then other coarsening algorithms that take advantage of these properties could be employed; the TopoLayout[3] system operates in this fashion. For example, if the graph is biconnected, then a coarsening algorithm based on the work of Chimani and Gutwenger, which preserves some of the non-planarity properties of the graph in the coarsening process may be employed[13].

Given the importance of the coarsening process in our algorithm, determining which algorithms would be most effective is a useful direction for this research.

### 6.3 Parallelization

Parallelization of the smoothing operation may also be valuable. There is little literature on parallel graph drawing algorithms, and with the continuing popularity of multi-core and multi-processor systems, investigation on enhancing the performance of graph drawing algorithms in a parallel context may be useful.

### 6.4 Clustering

Noack[52, 53, 54] develops a graph drawing algorithm and applies it to cluster visualization. Finding clusters differs from general graph drawing in that it seeks to show subsets of vertices that are densely interconnected and have relatively few edges shared between one another. Like graph drawing, though, clustering is an important tool in software engineering, bioinformatics, and other fields[52].

Noack states that many popular force-directed graph drawing algorithms do not perform clustering well[52]. However, while our force-direct algorithm was not specifically designed for the purpose of clustering, we believe that our algorithm can produce good results in these sorts of problems as well. As a test, Noack uses an example graph from Garbers, et al.[23]. Noack denotes this graph as $G\left(k, n, p_{\text {int }}, p_{\text {ext }}\right)$, where $k$ is the number of clusters, $n$ is number of vertices in each cluster, $p_{\text {int }}$ is the probability that an edge between two vertices in the same cluster exists and $p_{\text {ext }}$ is the probability that an edge between two vertices of different clusters exists. We replicate Noack's example from [52] in Figure 6.1.

In this figure, we define a pseudo-random graph with eight clusters of fifty vertices each. All of the vertices within a given cluster have edges to each other vertex in the cluster and the probability that an edge between vertices of different clusters exists is varied between $10 \%$ to $60 \%$. As the number of edges between clusters increases, the clusters become indistinct. Our algorithm, without modification, is able to clearly separate out the clusters present in the randomly generated example graphs. The results are encouraging and mirror those from Noack's LinLog model, which is explicitly designed for cluster visualization. Consequently, we believe that a valuable line of inquiry is the application of our algorithm to clustering problems.


Figure 6.1: Random graph clustering example: $G(8,50,1.0, p)$

## Appendix A

## Simple Graphs

The coarsening algorithm we describe in $\S 3.7$ ceases when the number of vertices in the coarse graph is fewer than five. All of the graphs with four or fewer vertices are, due both to their simplicity, as well as the additional stiffness provided by the struts, stable. That is, regardless of initial position, these graphs quickly attain the same configuration.

These stable graphs are enumerated in the tables below. Note that a graph of one vertex requires no layout, as it may be placed arbitrarily, and as such represents a trivial case.

## A. 1 Two Vertex Graph

There is only one configuration with two vertices. This case is also trivial, with only one edge and no additional struts; see Figure A.1. While the illustrations of these graphs is somewhat arbitrary and dependent on initial random placement, the configurations are invariant on rotation and on translation. That is, regardless of the initial random starting position of the vertices in a 2,3 or 4 vertex graph,


Figure A.1: Two vertex graphs


Figure A.2: Three vertex graphs
the stable shapes that emerge will always be the same - albeit at different points in the plane or rotated. This property of the layouts speaks to the singular nature of system our algorithm operates on - the Laplacian matrix of the graph (see §3.4).

## A. 2 Three Vertex Graphs

The three vertex graphs are shown in Figure A.2. The struts ensure that a linear configuration is straightened and that a triangular configuration results in an equilateral triangle; clearly the edge lengths are uniform in these examples.

## A. 3 Four Vertex Graphs

In the four vertex graphs, shown in Figure A.3, the graph shown in Figure A.3(c) exhibits non-uniform edge length as a consequence of the additional struts and the strength of those strut ends in relation to the regular edge-based struts. In this case, the added repulsion struts are stronger than the edge struts by a factor of two.

The square and complete graphs form as expected with even edge lengths, but the five edge configuration in Figure A.3(e) is surprising, appearing as two triangles instead of a square with a diagonal edge. This result, however, has uniform edge length and is, therefore a more optimal solution, as all of the forces involved are evenly balanced.


Figure A.3: Four vertex graphs
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